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High speed scalar processing is an essential characteristic of high performance gen-
eral purpose computer systems. Efficient concurrent execution of scalar code is difficult
due to data dependencies and conditional branches. This thesis proposes a code schedul-
ing heuristic called the decision tree scheduling (DTS) technique for general scalar code,
and an optimal code scheduling algorithm called the simple loop scheduling (SLS) algo-

rithm for a restricted class of innermost loops. Also proposed is a highly concurrent '

machine architecture that takes advantage of these scheduling techniques.

The DTS technique performs extensive code rearrangement over a complex of basic
blocks to achieve high levels of speedup. This technique is based on a software imple-
mentation of well-known hardware speedup techniques for instruction pipelines,
including out-of-order execution, branch prediction, and branch lookahead with condi-
tional execution. To support the DTS technique we propose an architectural concept
called guarded instructions. Guarded store instructions enhance a compiler’s ability to
reorder loads and stores so as to increase the level of concurrency. Guarded jump
instructions allow the execution of conditional branches to be overlapped, thereby
significantly reducing the average branch time. Performance evaluation of the DTS

technique based on realistic but problematic workloads drawn from the UNIX kernel

and other sources are presented.
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b the theory on optimal design of hardware pipelines. This algorithm is shown to be of

E optimal complexzity, and highly efficient in practice. Related issues of register assign- s
M ment and branch handling are discussed and resolved. ; ( }

The proposed scheduling techniques are most useful for highly concurrent archi-

tectures; both parallelism and pipelining can be exploited efficiently. A tightly coupled

N heterogeneous multiprocessor with appropriate support for the DTS and SLS techniques
.», is presented. This multiprocessor can be implemented using currently available tech- .':Tx:
g nology, and is sufficiently flexible to accommodate both general purpose processors and
& specialized functional units, with an appropriate mix of parallelism and pipelining. ::
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CHAPTER 1

INTRODUCTION

1.1. Motivation and Research Objective

There is unquestionably a need for high-speed general-purpose computer systems:
the range of applications handled by computers as well as the volume of data processed
by computers is continuously increasing. Advances in circuit technology have resulted
in dramatic performance improvements. However, circuit technology advances alone

have proven insufficient in satisfying the increasing demand for higher performance.

By providing a high degree of concurrency through parallelism and pipelining,
modern supercomputers are capable of delivering significantly higher performance for
applications dominated by numerical computations. In contrast, the extensive use of
concurrency to achieve higher performance for applications dominated by nonnumeric

or symbolic computations hag met with only limited success.

The objective of this research is to investigate new techniques that use con-
currency to improve the performance of nonnumeric/symbolic computation-intensive
applications. The approach taken by this research is an integrated design philosophy in
which the machine organization and instruction set architecture are developed in con-

junction with the development of the compiler’s code generation strategy.

1.2. Overview of this Work

This work is concerned with achieving highly concurrent processing of scalar code,
i.e. code without vector instructions. Concurrency is most easily obtained for code that

is readily vectorizable. Inherently scalar code, i.e. code that cannot be vectorized,
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causes severe performance degradation in most concurrent machines. Such code occurs
to some extent in all applications and dominates in nonnumeric and symbolic applica-

tions. Inherently scalar code is often characterized by

(i) prolific use of data-dependent conditional branches with very little computation

between successive branches, and

(ii) use of linked data structures with memory address pointers, as opposed to array
dafa structures with integer indices.

We have developed compiler code generation techniques, architectural support features.

and a machine organization that specifically addresses the problems of highly con-

current scalar computation.

Chapter 2 focuses on the problem of conditional branches. In this chapter we pro-
pose a code generation heuristic. called the decision tree scheduling (DTS) technique,
that performs extensive code rearrangement over a complex of basic blocks to achieve
high levels of speedup. The DTS technique is based on a software implementation of
well-known hardware speedup techniques for instruction pipelines, including out-of-

order execution, branch prediction, and branch lookahead with conditional execution.

To support the DTS technique we propose an architectural concept called guarded
instructions. Guarded store instructions enhance a compiler’s ability to reorder loads
and stores, thus increasing the average level of concurrency. Guarded jump instructions
allow the execution of conditional branches to overlap, significantly reducing the aver-

age time per transfer of control.

The DTS technique is most useful for highly concurrent architectures; both paral-
lelism and pipelining can be exploited efficiently. We present performance evaluation of

the DTS technique based on realistic but problematic workloads drawn from the UNIX

kernel and other sources. This evaluation is performed by evaluating concurrency
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relative to a Cray-1-like scalar unit by considering a pipelined processor with similar

timing and the capability of issuing one or more instructions per clock cycle.

Chapter 3 focuses on the problem of code generation for program loops, with a
running example that manipulates linked data structures. Because the traversal of
linked data structures introduces special problems, conventional loop-speedup tech-
niques such as vectorization and multitasking are shown to be unusable and/or less
cost-effective. In this chapter we present a code generation algorithm, called the simple
loop scheduling (SLS) algorithm, that generates throughput-optimal loop code for a class
of loops that does not contain nested conditional statements. The significance of
throughput-optimal loop code is that, while the loop is executing in steady-state, peak
performance is continuously maintained.

Chapters 2 and 3 deal primarily with compiler-based code optimization tech-
niques. These code optimization techniques were developed based on a fairly detailed
machine model. Chapter 4 describes the machine model and discusses implementation
considerations that motivated the particular choice of machine organization. Several
machine dependent code generation issues, including the problem of register allocation,
are also discussed in this chapter.

The main results of this research are summarized in chapter 5. In this chapter we

also present some suggestions for future research in this area.
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CHAPTER 2

SCHEDULING SCALAR CODE

2.1. Introduction o

High speed scalar processing is an essential characteristic of high performance gen-
eral purpose computer systems. Pipelined instruction execution is the standard method
for increasing scalar performance beyond performance levels achievable by fast logic
technology alone{1, 2]. Unfortunately. the potential throughput of instruction pipelines

is rarely achieved because scalar code usually contains many data dependencies and

conditional branches. These disrupt the smooth flow of instructions which causes the

E

pipeline to be underutilized, leading to performance degradation. Ny ;:E

Many techniques have been proposed for improving the throughput of instruction t. E:_:'U

pipelines. Well known techniques include out-of-order execution[3], branch predic- n %

tion{4], and branch lookahead (conditional issue of further instructions while awaiting ToE

branch outcomes)[2]. Although effective, implementing these techniques via hardware -“'

increases the complexity of pipeline control and usually causes the clock cycle to be - E

lengthened as well. Thus the performance advantage gained by increasing the pipeline N E-"

utilization by such techniques is degraded by both an increase in cost and a reduction in i~

the clock speed. ~ L:

In this chapter, we propose a software implementation of these techniques., with \\

modest hardware support, that minimizes these disadvantages. This approach relies on - ,.:J

an integrated design philosophy in which the machine architecture is developed in con- ﬁ Ef

: junction with the development of the compiler’s code generation strategy. This idea e ‘;

t represents an extension of similar philosophies reported in the literature for processors ',:"

' NoE
-
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with very short instruction pipelines (in the range of two to four seg-

ments)($. 6. 7.8.9).

The ideas of this chapter naturally extend to much longer instruction pipelines
and multiple-pipeline parallel architectures. The potential throughput of an instruction
pipeline is increased by partitioning the instruction pipeline into more segments with
finer granularity, thereby increasing the length of the pipeline but speeding up the
clock. Delivered performance rarely approaches the potentially higher instruction issue
rate of longer pipelines due to the increased difficulty of efficiently utilizing a longer
pipeline. The instruction set modifications, their hardware support, and the code optim-
ization techniques proposed here are most useful for such highly-concurrent scalar

architectures.

2.2. Motivation for the Scalar Processing Problem

Program structure is perhaps best characterized by a program graph whose nodes
represent basic blocks and whose arcs represent control flow from block to block. A
basic.block is a maximal set of instructions such that every instruction in the block is
executed exactly once each time the block is entered. Efficient concurrent execution is
difficult to achieve since basic blocks typically
(i) have few instructions, e.g. three to six{4, 10],
(ii) bave internal data dependencies{11], and

(iii) have a branch instruction at the end[12].

Scalar code optimization is typically performed at the block level. but little optimiza-
tion can be performed with few instructions. Data dependencies limit concurrency in
pipelines. Branch instructions have embedded dependencies in the tests for conditional

branches and create delay or uncertainty in selecting the next block for execution.

. - - v ., LR SR BESREE R]
[ . Pady LAy o0, 0 0" lale A *,
-y, CCCEEIRY b DA s ORI . s "o
e tet. - o' - 8., DR )
. L) ’ . . I 4 L PR L.
DA A " e 1 e v, e h o F
LW e e e e i cataleta’ ¥ * gL . ’ . L ratal

o
X’

1
-

RAANN
GO
PR A

=




SRV VT T W VLWL RAT ST PL Y LD YR WL TR

Thus effective optimization techniques must consider a complex of multiple

ufau'.g

"

blocks. A convenient representation of such a complex is a decision tree. Without loss

=

ol

Al

of generality, we consider binary decision trees of basic blocks, where each interior

block terminates in a two-way conditional branch and each exterior block terminates in 5:‘3
an unconditional branch to the root of another decision tree. )
Consider the binary decision tree shown in figure 2.1, written in the language C.
This simple example is representative of many nonnumeric programs in that conditional =
struct {
int A.B.C: <
} oz, vy 2
if(x—=A <=1){ .
if(x =B <=8){ t
y—=C =10;
goto Z;
} else {
x=C =9;
) gotoY:
} else { :
if(y-+A <=2){ '
x=C=T
goto X ; o
} else {
x =B =3;
if(y=B <=4){ .
- y=C =6
- .
. goto W;
o } else {
x—=C =5; I
goto V; "

\':'
Figure 2.1. Example of decision tree in source language. =




statements are frequently nested and assignment statements are extremely simple.
Although in this example the leaves of the decision tree terminate in goto statements,

they could also represent procedure calls.

In order to discuss performance issues, this source level program fragment must be
compiled into machine language. We chose to use a load/store architec-
ture(1, 5. 6, 7, 8, 9] because, by explicitly separating memory references from computa-
tions, the compiler has greater flexibility in rearranging instructions to improve pipeline
utilization. We also chose to avoid conditional codes by using comparison instructions
that produce a boolean value in a register{7], thereby eliminating the constraint that the
comparison instruction must immediately precede the conditional branch instruction

that uses its result.

An assembly language representation of this program fragment is shown in
figure 2.2. Loads are shown as “a « A(x)" where the address is specified by base

a ~ A(x)
be~a<g1
c:if(d ) jump |

d ~ A(y) q ~ B(x)

e ~2 X2 regss8

f:if(e ) jump 7 .r:if(r)jump—l
g:B(x)~3 0:0(x) =7 t:C(x) -9 v:C(y) ~ 10
h ~ B(y) pigoto X u:goto Y w:goto Z
i=h €4

j:if(i)jump—l

k:C(x) ~5 m:C(y)~6

l:goto vV n:goto W

Figure 2.2. Assembly language level representation of decision tree.

.............................................
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-----------------------------------
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register x with displacement‘A and the content is placed in temporary register . Simi-
larly, stores are shown as “C(x) «~ 5. Comparisons are shown as “b «~a < 1" where
b receives the boolean result of the a € 1 test. Conditional branches on boolean values
are shown as “if( & ) jump" where the destination of a taken branch is shown by a line.
Labels, such as “c:” in the first branch instruction, have been given so that every
instruction can be identified either by the result register name or by the label. This

notation facilitates understanding of code rearrangements in later examples.

Suppose this code was optimized to run on a machine with a very short instruction

pipeline such as the RISC-1 microprocessor(6]. This microprocessor performs a load or
delayed branch instruction in two cycles and all other instructions in one cycle. Fig-
ure 2.3 shows the execution schedule of the example program on this machine. In this
figure the time in clock cycles appears at the left. The completion time for each path

through the decision tree is given by the issue time of the pseudo-instruction

bt b b d b b \D 08 3 ON A w [
hWhe=O » it ©e

a -~ Ax)

d ~ A(y)

bew=as1

c:if(d ) jump ]

‘h‘(i $)2 E— B(x)

f:if(e ) jump g -~ B(x
¢ ¢

g:B(x)~3 pigoto X re—g<8

h « B(y) 0:0(zx) =7 ::if(r)jumpj
¢ —done — L/

i—h <4 u:gotoY w:goto Z
j:if(i)ju.mp-l t:C(x)~9 v:C(y) ~ 10
¢ —done — —~done —
l:goto V n:goto W
k:C(x)=5 m:C(y)~6
—done -~ ~done —

Figure 2.3. Optimum execution schedule for short instruction pipeline.
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“—done —". Note that a two cycle load instruction, such as d, can be overlapped with
another unrelated instruction, 5. The load instruction &, however, is followed only by

instructions that depend directly or indirectly on the result of the load; thus no instruc-

tion can be be overlapped with A and a no-operation instruction, ¢, must be inserted.

s

O]
[NLNEN n":. %,
¢ 0',.

The RISC-1 microprocessor uses delayed branches with length one. In general, a

delayed branch with length n means that the n instructions following a branch are .:'-'_.'::
Y]

always executed regardless of whether the branch is taken[13]. We call the n instruc- E"‘"-}
AL

tions following a branch the delayed part of that branch. Thus instruction e is in the f‘:::ji'
‘&

delayed part of branch ¢. Similarly, instruction & following the unconditional branch

l is executed prior to the actual transfer of control.

The code sequence shown in figure 2.3 has been optimized to take maximum
. advantage of concurrency in the pipeline. The load instruction d has been moved up to
fill the delay between the load instruction a and the dependent comparison instruction

b. Similarly, the comparison instruction e has been moved up into the delayed part of

branch ¢, and the store instructions £, m, 0, ¢, and v have been moved down into the

€

THEECSSYYS T
r'

delayed part of the logically succeeding unr.onditional branches.
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'i ! I'd
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In general, the execution time through a decision tree is dependent on which path

is taken through the tree. If the probability of taking path i is p; and the execution

time of path i is¢;, then one measure of performance is the expected execution time
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where M is the total number of paths :hrough the decision tree. For figure 2.3, if each

TR
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path is equally likely, the expected execution time in cycles on a RISC-1 microprocessor
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\‘f ~l
Y J
~ o
»:: lo -
- El Tpisc] =02 (15 + 15+ 9+ 12 + 12 ) = 12.6 (clocks) &
8 X
:::; For this example, relatively high utilization (few ¢ cycles) is achieved when the >
'. machine has a very short pipeline. On the other hand, short pipelines offer little con- o
EZ’_ currency. and thus can achieve only relatively low performance. In order to quantify
:j: achieved performance. a lower bound on the expected execution time can be derived by
. assuming an infinite resource dataflow machine. Since data flow uses the assignment of
~

C:I: values to trigger dependent instructions, no interior jumps are needed. Thus instruc- ::'.-
tionsc, f, j, and 5 are deleted. However, since the schedule is for one decision tree :
j only. the exterior gofo's. . n, p, u, and w, are retained. With infinite resources, per- &
::;: formance is limited only by data dependencies. Using RISC-1 timing, the execution }
;j; schedule for this example on an infinite resource dataflow machine is as follows.
- 0 a,d.q t <
- 2 b.e.r - 1
AL 3 g.0.p.t.u.v.w ' o
-': 4 h _:. ‘:
5 end of paths 3. 4, and § o
A 6 o -
- 7 k.l.m.n S
: 5 ey

9 end of paths 1 and 2 o b
S
. AN
5 The lower bound on the expected execution time is therefore - E 3
: = ‘

El LBpioc]1 = 0.2 (9+9+545+5 ) = 6.6 (clocks)
- SRR
< The performance ratio is defined as o ;

1
. = = = - = 52%
E[ LBusx]

Using this metric, the RISC-1 microprocessor achieves a performance level that is only

o TR
o
Sl

- Lo
::l' about half of the performance level theoretically possible in an infinite resource B _".-‘_:f-:
8 o
) ©
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i ‘ dataflow machine. .
5 . 0 2
. ‘ol
W Suppose that in an attempt to increase the performance of the machine, the clock :_:3:-
. o
i - speed is increased by a factor of four, causing the instruction pipeline to become four S
,; L times as long. There is now a possibility of four times the concurrency, but the load AL
. roe
) and branch instructions take eight cycles to complete while all other instructions take j'.: ~j'.;
- four cycles. Figure 2.4 shows the execution schedule for the same example decision s
b
-I_ tree. The expected execution time, assuming again that all paths are equally likely, is Ry
- El Tppe] = 0.2 ( 57 + 57 + 36 + 36 + 36 ) = 44.4 (4X clocks )
S . e
- Therefore the speedup is
AE Tusc] _ 504 i
SEres = ETpm] ~ 44 P i
A _,\
. . and the performance ratio is s
Puirrps) _ 4ElLBusc] _ 264 _ oo S
: P LByrec E Torrx I 44.4 .;*:::
'_ t This speedup is very small in spite of the fact that figure 2.4 has been hand coded for G
f-‘_ optimal instruction overlap. Note that the speedup calculation for lengtheuning the pipe- :._:::
:. line by a factor of four does not take into account the overhead represented by a clock ’
-1 L[]
= speedup of less than a factor of four due to the additional latching necessary to imple-
ment a pipeline with finer granularity{14]. For this example even a small amount of iff‘:zfj’

overhead, i.e. a clock speedup of less than 3.524, will cause the speedup to become less

. -
N than one. o

For scalar code, simply increasing the pipeline length is rarely a viable approach to e

. f“ achieving higher performance. The main problem is that, because basic tlocks in scalar r+

- code tend to be short and contain dependencies, there simply are not enough indepen- ~1
dent instructions to make use of a high degree of concurrency. - -

’ * - - ~ A . - - -
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a ~ A(x)

d ~ A(y)

¢ ~ B(x)
@

be~a<i1
e—d £2
re—q <8

®
¢:if( 5 ) jump
")

f:¢if(e )jump——-|

g:B(x) ~3 p:goto X
h < B(y) 0:C(x) ~ 7
¢ ¢

¢ —~done —
i~h £4
¢

j=g(i)jump'l

l:gotoV n:goto W
E:Cx)~=5 m:Cly)=~6
¢ 4

—done ~ ~done —

::g(r )jump—]

u:gotoY w:goto Z
t:C(x) ~9 v:C(y) ~ 10
¢ ¢

—done — —done —

Figure 2.4. Optimum execution schedule for long instruction pipeline.

2.3. Architectural Support for Scalar Processing

In an instruction pipeline, no-operation cycles (¢) are inserted either by

hardware{1] or by software{8] whenever necessary to insure that data and/or control

flow dependencies are met. Some of these dependencies are “rval™ in the sense that they

are inherent in the program as expressed by the programmer. For example, in figure 2.4
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! the five ¢'s at times 3-7 are necessary because of the dependency through the register a

between the instructions at times O and 8 and the availability of only two instructions

P s
e’

l‘,'_l'_l.‘.'.
T
"t

to move up into this gap. On the other hand, some dependencies are an artifact of the
architecture. For example, the store iastruction g at time 28 will be executed whenever
> neither of the branches ¢ and f are taken, i.e. whenever b and e are both false. The
~ o values of b and e are actually known at time 13, but the store cannot be issued at that
time because it must wait for the branches to be completed. Early execution of store
instruction g is critical since the relatively slow load instruction A is dependent on g.
This dependency arises because the values of x and y are defined external to this deci-
sion tree and hence in general the compiler cannot determine whether x = y. Therefore
to guarantee correctness the compiler cannot allow A to be executed before g. Note
that instructions g and A can be issued in consecutive clock cycles if and only if g and
h are not dependent and if they reference different memory banks. Otherwise a
memory bank conflict occurs at time 29 and the issue of instruction A is delayed by

hardware until the conflict is resolved.

One way to avoid delaying a store instruction while waiting for branches to be

‘- resclved is to provide a guard expression[15] on the store instruction. A guard expres-
::; R sion is a boolean valued expression. Whenever a guard expression evaluates to false, it
inhibits writing of the final result, thereby converting the instruction being guarded

into a no-operation. We represent a guarded store instruction by
~ <store instruction > ? <guard expression >
where <guard expression > is a function of boolean results generated by previously

executed comparison instructions. For example, the store instruction g cculd be

f" changed to the guarded store

5 g:B(x) ~ 37 285
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The guarded store, g, can now be moved into the delayed part of branch ¢ at time 13, - 7
foliowed by instruction & at time 14. Similarly, jump and gofo instructions can be
guarded and moved up. Conditional branches can be converted to guarded jumps, and ':L.:
other variables can be added to the guard expression. Note that loads, comparisons, and -';: B'
computation instructions need not be guarded, provided that a sufficient number of
registers exists. o ;:'\
) By making use of guarded stores and guarded jumps, the decision tree shown in 2
; figure 2.4 can be further improved to yield the schedule shown in figure 2.5. Note that
g once the delayed part of a branch has been completed, subsequent guard expressions : ;
* need not test the value that determined the outcome of that branch. For example,
:EL instruction o is executed if e&b is true. However, since the delayed part of branch ¢ is
completed at time 19, the compiler uses the fact that if control flows to instruction o, ‘3 L
then b =0 so there is no need to include the 5 term in the guard expression for instruc-
tion o. Similarly, b=1 is known if control flows to instructions ¢ and v. Since the
delayed part of branch f is completed at time 22, no later instructions need use ¢ in :3 L
their guard expressions. |
The operation of the pipeline for the time interval 19 to 30 is shown in figure 2.6. .
In this figure, instructions flow through the pipeline from top to bottom. Lower case - i_
letters represent instructions from figure 2.5. Upper case letters with subscripts, such
as X, . represent the k** instruction after the label X of a goto instruction. A blank
entry is used to indicate a ¢ instruction. [.
Figure 2.6(a) shows the pipeline operation when path 3 of the decision tree is
taken. Referring to pipeline segment 8, primed instructions, such as ¢, indicate a guard
expression that evaluates to false. Each of these instructions is converted into no- = 'r—
operation by the hardware. Instructions in parenthesis, such as (k ), are fully executed, : "
T TR e e e e e
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15 850

5ex
$h

0 a+~A®K) e,:r

1 d+~Aly) !

2 g ~B()

3 ¢

8§ bea<xi

9 e+~d <2

10 r ~¢g <8

11 ¢

12 c:jump? b

13 g:B(x)+~37? 285

14 h « B(y)

15 f:jump? e&d ————
16 s:jump? r&b
17 p:goto X ? e&d
18 u:gotoY ? r&b
19 w:gotoZ ? r&b

20 0:C(x)+~77¢ t:C(x)~9?r
21 ¢ v:Cy) =102 r
2 i~h <4 é
23 ¢ ¢ ¢
24 ¢ ¢ ¢ ¢
25 ¢ —done — ¢ ¢
26 j:ijump?i —done — ¢
27 l:gotoV 2 7 —done —
28 nigotoW ? i _
29 k:Cx)e-527 =
30 m:Cly) =62
31 ¢ N
4 ¢ % e
35 —done- ¢ RO
36 —done — ‘
Figure 2.5. Improved schedule using guarded store and jump instructions. '.'::..’_.L
)
but are of no use to this path. Note that instructions g*. (i ), and 0 on path 3 complete -
early because they are four-cycle instructions. :E::'.:_:
Figure 2.6(b) shows the pipeline operation when path 5 is taken. Note that ;'-::;::
although the same set of instructions as for path 3 are completed at segment 8 between .
times 19 and 26, their guard expression values are different and hence a different set of -:
i
vy




1 w o0 i Xo X, X2 X3 X, X

2 u w ] i o X1 X; X; X, -

3 V4 u w o i X 0 X 1 X 2 X 3 )
4 s p u w o G) Xo X X, sy

5 f L ) 4 u w X o X 1 v <
6 R f s p u w X, *
7 A f s p u w T
8 c’ (h) f s' p u' w' I
(2) path 3 (6 =0, e =1) ¢
: &, "
. ._.\‘j
PIPELINE TIME ::-. }:1
SEGMENT | 19 20 21 22 23 24 25 26 27 28 29 30 ;::.\:1‘
1 w ¢t v Zy 2, 2Z, 2, ) ':‘::.‘J
2 u w t v Z, 2, 2Z, e "-i‘..l:‘
3 P u w t v Z, 2, E e
4 s p u w t' v Z,
5 f s P u w o
6 A f s p u w NN
7 h f s p u w S
8 c (R) f' s p' u w Py
o -
(b) path 5 (b =1, r =1) sclibocs
O
-. - ‘.
Figure 2.6. Pipeline operation showing overlapped guarded jumps. o :‘_.E}
RN
~ b
these instructions is converted to no-operations. Once time 23 is reached instructions Tl
exiting the pipeline on the two paths are distinct, since the outcome of branch ¢ differs t: _::Q
at time 19, resulting in different instructions being initiated at time 20 and these < i_:
instructions appear at segment 4 at time 23. j%(
From figure 2.5 it is clear that the delayed parts of branches are utilized much o

.
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more efficiently. The expected execution time and speedups using guarded instructions,
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El Touarp] = 0.2 (35 + 36 + 25 + 26 + 27 ) = 29.8 (4x clock )

AE(Tose]l 504

f: SPgyagp: p1sc = o] =308 - 1.691
_I_E SPguarp: rrrz = -E?;G%T = -“W;— =1.490 5:?3
- i
Although the achieved speedup of 1.691 relative to a 1X pipeline is still much less than *1'-
the theoretical 4X speedup, it is relatively near the data flow limit, as shown by the : \1
- performance ratio ::E*:
: A
- Peirorars) _ AEl LBpsc] _ 26.4 Sh
. Pooe | Bl B8 " s

Recall that this performance ratio for a 4X pipeline without guarded instructions is
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only 59%.
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The amount of hardware required to evaluate guard expressions depends on the

. M )
. AR
. R

'E: ¥ complexity of the expressions. We have found that expressions consisting of the AND :;":
L ) of true and complemented values of a few register bits is adequate for supporting fast ::;
. E scalar processing. Thus very fast guard expression evaluation can be implemented inex- i ‘ .
y e
' To exploit the guarded store and guarded jump instructions discussed above, it is :‘1‘;
@ necessary to perform extensive code rearrangement. Constraints on code rearrangement -

| arise from data dependencies between instructions, hence it is critical that artificial

: dependencies are eliminated whenever possible. An important class of artificial depen-
dencies arise due to register reuse. In the following example, no parallelism can be }:_;:::

exploited in the code sequence on the left because the instructions forms a dependency 'k:

chain. EC." 3
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E
a~x+y ar~x+y
bea+z bea+z i
a+~u+v a'~u +v =
c*™a+w c+=a'+w o~
The code sequence on the right, however, forms two independent dependency chains and g

thus execution of one chain can be overlapped with the other. The improvement in

parallelism was achieved by renaming the second assignment of register a so as to avoid ‘

reuse. The technique of register renaming to eliminate unnecessary dependencies is well

e,
known[16]). When applied to a tree of basic blocks, every temporary register can be &
 renamed 50 15 to be assigned exactly once, the so called single assignment property. ‘ﬁ
The use of single assignment temporaries gives the compiler maximum flexibility -
in reordering code within a decision tree so as to utilize concurrent resources efficiently. & F\:':j

f' o

Y.

1 4 All

All code shown in the examples has this single assignment property. Note that in actu-

'j

ality some register reuse can be accommodated without performance degradation. Once BEAC
-

a code sequence has been generated. a second pass can be made over the generated code f.ﬁ- :(:;2?
N

to locate disjoint uses of registers and map them into the same physical register. No N ':j

.
L
.

Y

performance is lost by this mapping and register requirements are reduced.
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Architectural support for register renaming to increase parallelism simply

e,
AP A
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involves providing a sufficiently large number of registers. Extensive code rearrange-

ment, however, poses a more serious problem. When code is moved from after a branch W

’
2

to before the branch, some instructions from the conditionally taken and fall-through

€4
.

Py’

paths of the branch become unconditionally executed. In this case a spurious exception v
condition can occur in the rearranged code due to the execution of an instruction that

would not have been executed in a serial machine.

One possible solution is to encode the exception condition within the result regis- H E;
ter{17], possibly by extending the length of the register. Exception conditions are pro- (
pagated through subsequent computations, but the actual signaling of exception e
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conditions is deferred until an attempt is made to store the content of a register contain-
ing an exception code. With rearrangement. the set of store instructions not inhibited
by guard expressions are exactly the same as the set of stores produced by a serial exe-
cution of the program without rearrangement. Thus the signalled exceptions are the
same. The same encoding technique ag for arithmetic exceptions such as divide by zero
can be used for illegal memory references so as to allow actions like prefetching past the
end of an array. However this technique cannot easily be extended to page fault excep-

tions, since they may eventually have to be serviced.

2.4. The Decision Tree Scheduling Technique

In the previous section we proposed the guarded store and guarded jump architec-
tural features. These architecture features can significantly improve scalar code perfor-
mance. Efficient use of these features, however, requires that the compiler perform
extensive code rearrangement. This section describes a heuristic code generation tech-

nique that performs the necessary code rearrangement.

The main objective of the code generator is to rearrange, i.e. rchedule, the instruc-
tions in a decision tree so as to minimize the expected execution cime through the deci-
sion tree. The technique presented here was used to produce the schedule shown previ-
ously in figure2.5. A convenient representation of the program for the purpose of
instruction scheduling is the dependency graph{16]. Figure 2.7 shows the dependency
graph for the ongoing decision tree example. Instructions are shown as nodes in the
graph, labeled with either the result register name or the explici: instruction label. Arcs
in the graph represent data or control dependencies between instructions. Within each
node. the number on the left hand side of the center row gives the earliest time that the
node can be issued. The number on the right hand side gives tae execution delay of the

node. Note that the delay of jumps in the interior of the tree (¢. f., j. s) have
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execution delay +1 to allow overlapped jumps while leaf jumps ({.n, p, u, w) have
delay +8 in our model since this tree must be completed before the next tree begins.
The real number at the bottom of the node is the scheduling priority, to be discussed

later.

The problem of finding a minimum delay schedule for a set of dependent tasks is
known to be NP-hard[18]. However, it is well known that list scheduling tech-
niques{19] produce good schedules in practice. We have developed a decision tree
scheduling (DTS) technique based on an extension of list scheduling. A procedure
implementing the DTS technique is shown in figure 2.8. This procedure is initially
invoked with G equal to the entire dependency graph and P equal to the set of all paths
through the decision tree from the root to a leaf node. On the initial call, nothing is

deleted from the graph in step 1 since every node in the graph lies on at léast one pa}.h g

procedure schedule( G, P )
G: Dependency graph representing subprogram to be scheduled
P: Set of paths through subtree to be scheduled jéﬁ.'j-:-
begtn i
1. Delete from G those nodes and arcs not on paths in P L—j

2. Return if G is empty

3. Schedule nodes until potential transfer of control flow

o
e gt

4. schedule( G, {jump taken paths} )

T

. . - .
A Pl a0
S et ety .
el A
| LR PR M »
PV | S A

s
PRI AT I

. P P
b R B S S S ST S A

5. schedule( G, {jump not taken paths} )

-~

end.

Figure 2.8. Decision tree scheduling procedure.
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through the tree. Step 3 schedules code in priority order subject to dependency con- * ~
> -,
f "
2 straints. Code scheduling continues until n cycles after the first interior branch has e
. -t
‘ ‘.-I. ..Q.’
g been scheduled, where n is the delay of the branch. At this time two logically indepen- (8!
dent subtasks are created to handle the two possible branch outcomes and “schedule” is E‘:
o
called recursively. i} ';t:_’.:
ao
The first subtask is initiated with a copy of the dependency graph along with the ) E .
. - subset of paths through the decision tree that pertains if the jump is taken (step 4). ;t'.:',:'.
. ..{'--
Similarly. the second subtask is initiated with a copy of the dependency graph and the o
- subset of paths that pertain if the jump is not taken (step 5). E;. r'
o
Each subtask schedules code until n cycles after the next interior jump that
belongs to its own subset of paths. Note that this jump may have been scheduled by
the pa;'ent task in the delayed part of some earlier jump. Referring to figure 2.5. the E
subtask handling the code sequence for paths {4, 5} beginning with instruction ¢ finds 5 :;:;2
previously scheduled jump s to belong to paths {4, 5} but not jump f . since f belongs e
to paths {1, 2, 3}. Therefore the subtask for {4, 5} would stop code scheduling at time 8
= x, +n =16 + 8 =24, where x, is the issue time of instruction s. and recursively D
p e
- divide into two subtasks to complete paths {4} and {5} independently. Note that exte- o]
T
rior jumps (goto 's) do not terminate code scheduling in a task. The recursive division . E 3
continues to the leaves of the decision tree. Application of this code scheduling pro- j
1
cedure to the dependency graph shown in figure 2.7 was used to produce the code shown i
in figure 2.5. A !‘* =
The quality of code generated by the DTS technique is dependent on the heuristic ,:'.:_::'.:4
used to compute the node priorities. Intuitively. the node priorities should satisfy the .
following properties: B E—j
7N
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(1) A node on a high probability path through the decision tree should be given higher
priority than a node on a low probability path. Since a node can be on multiple

paths. the priority of a node should depend on the sum of the path probabilities.

(2) On a given path, a node near the top of the critical path through the dependency
graph should be given higher priority than a node near the bottom of the critical
path. Also, a node not on the critical path should be given lower priority than a

node on the critical path{20].

Property two can be quantified as follows: Focus on a single path i through the decision
tree. Calculate, for each node on that path, the earliest execution time based on data
dependencies. Define the path length [; to be the earliest completion time of the termi-
nal goto instruction of path i. Sweep backward through the graph and calculate, for
each node j. the latest time (latest;) that each node must be issued in order for the
path to be completed within the minimum time [;. Nodes on which the terminal goto
instruction does not depend have latest issue time of {; minus the execution time of that

node. Define the urgency of a node j on pathi through the decision tree to be

latest,

Ly, =1~ T
3

Figures 2.9, and 2.10 show the earliest issue time, the latest issue time, and the urgency
fo: each node on each path through the decision tree.
Combining the urgency metric with property one gives the heuristic priority func-

tion. For each node j, the list scheduling priority w, is given by

M
w, = ZP&"!.;
im]

wkere M is the number of paths through the decision tree and p; is the probability cf

taking path i. Application of this heuristic function to the urgency values shown in
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figures 2.9 and 2.10, where each p; is assumed to be 0.2 in this example, was used to
provide the priority values shown in figure 2.7.

A significant advantage of the DTS technique is the sensitivity of the heuristic to

the values of the path probabilities. For example, if instead of being equal, the path

probabilities were (1/8, 1/8, 1/8, 1/2, 1/8), then the new node priorities would be as
shown in table 2.1. Based on these new priority values, the DTS technique would pro- - E ;:J
duce the new schedule shown in figure 2.11. Note that path 4 (the high probability 3 ’
path) has been shortened from 26 to 22 cycles at the expense of increasing the length of j'.ﬁ'::'.j'
paths 1, 2, and 3. Table 2.2 shows the expected execution time and speedup relative to = {:‘;
the RISC-1 processor for each of the schedules under the asymmetric path probability e
- ~
assumption. The RESCHED column uses the schedule in figure 2.11 and reflects the A j:l:;-::
advantage of rescheduling when path probabilities change. E; 'E_':":
]
- )
Table 2.1. Node priorities for path probabilities (1/8. 1/8, 1/8, 1/2, 1/8). T

[ a b c d ¢ f g h '
| 1.000 0666 0412 0375 0269 0.127 0.162 0.155

1 j k { m n 0 P }
0.082 0.066 0.000 0.029 0.000 0.029 0.006 0.048 A
q g s t u v w - E_“:
0.597 0.369 0.256 0.023 0.182 0.006 0.046 R
1
N
S
. . A
Table 2.2. Expected execution time and speedup for asymmetric probabilities. ] >
| RISC _PIPE__ GUARD _RESCHED S
E[T] | 49.500 41250 28375  27.000 A
SP. r1sc 1.200 1.744 1.833 S
E F
SR
N

............................
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< N
™ 0 a ~ Ax) e
. 1 q +~ B((x)) '-’{q
: 2 d ~ Ay
" 3 ¢ E'1
8 b+~as1
9 re—qg <38 AR
10 e—d 2 e
11 ¢ l
12  c:jump? b T
13 5:jump ? r&b e
14 u:gotoY ? r&b PR
. 15 g:B(x)~3? z&b L
e 16 h ~ B(y) f';.;{
b 17 f :jump ? e&b L
18 p:goto X ? e&bh T
19 w:gotoZ ? r&b .;}.'_:1
20 0:C(x)+~7?e t:C(x) =92 r ]
21 ¢ ¢ v:Cy)~10? r n
L 22 ] —done — ] lli;--i
N R : o
24 ie~h <4 é N
5 25 ¢ ¢ ¢ L
e 26 ¢ ~done — ¢
v 27 ¢ —done —
28 jijump? i
rC 29 l:gowV 2?27
30 n:gotoW ? i
k)1 E:C(x)~527
32 m:Ay)=62i
33 ¢
g 36 ¢ ¢
- 37 —done — ]
33 —done —
Figure 2.11. Execution schedule for path probabilities (1/8, 1/8, 1/8, 1/2, 1/8).
The sensitivity of the proposed heuristic to the actual path probability can be
t“ viewed as a refinement of the trace scheduling technique{21], which generally does not

distinguish between relatively equal path

..........................

probabilities verses highly biased probabili-
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ties. Alternatively, the DTS technique can be viewed as an extension of the IF-tree - “"'

technique proposed by Davis{22]. An IF-tree is a binary decision tree transformed to \

use a large multiway branch. Since a multiway branch cannot be executed until all - ‘__'g

dependent conditions have been evaluated. exits from the decision tree cannot be made ) E .
until the last condition has been evaluated. In contrast the DTS technique takes advan-

tage of early exits out of the decision tree whenever possible. E .

The DTS technique can be extended to architectures that employ parallel instruc- = '

tion pipelines and a horizontal microcode-like instruction format so as to permit issuing

multiple instructions per clock cycle. For example, instead of increasing the RISC-1 u L

clock speed by a factor of four and hence multiplying the pipeline length by four as
shown in figure 2.5, the same level of concurrency can be achieved by multiplying the

pipeline length by two and then duplicating the pipeline. Using the same node priorities ; [ -

as shown in figure 2.7, the new schedule with up to two instructions issued per cycle is o
shown figure 2.12. In this figure the instructions are shown by their label and guard

expression. The top of each box represents the branch target line used in previous

N &
s

figures. When the compiler generates two guarded jumps in the same clock cycle, they
must be mutually exclusive so the hardware implementation remains simple. Assum-
ing equal path probabilities, the expected execution time, speedup, and performance - ‘

ratio are

E(Tpap-2]=02(17+ 18+ 124+ 13 + 13 ) = 14.6 (2X clock)

2E[Tarsc] _ 252 P

SP -2 = = = =1726 .

MR = P Tyl 146 L

Petrpund _ 2Bl LBusc] _ 132 _ g0 o
S r

This schedule with a 2X clock achieves a speedup slightly better than the 1.691 speedup

obtained by the single pipeline with a 4X clock.

....................................................
.....................
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'.‘ v
‘.: N 0 a d
' IR
J 3 3 IS
T 4 b e
. 5 r ¢
. 6| c?b g ? &b
. 7 h f ? e&b
8| p?2ethb s?r&b
9| (u?r&b w?réh
10 o?e ¢ t?r v?r
1 i ¢ ¢ ¢ ¢ ¢
- 12 ¢ ¢ —done— | ¢ ¢ ¢ ¢
- 13 j?i L?27 —done — —done —
14| k?7 n?i
15 m?i ")
16 ¢ ¢
. 17 —~done — ¢ ¢
. 18 —done —
= Figure 2.12. Execution schedule for two instructions per cycle.
. : Another configuration with the same concurrency is 4 RISC-1 pipelines using a 1X
D clock. The schedule for this configuration is shown in figure 2.13. In this figure the
. - guard expressions have been omitted to save space. Again assuming equal path proba-
© bilities, the expected execution time, speedup, and performance ratio are
- El Tpap—]=02(9+9+6+6+6)=72 (1x clock)
: ElTase]l _ 126
. sp’M—‘:RIx = E‘TP_RIA& = 7:2— = 1.750
Potrpsn-d _ E[LBpsc)l 66
P BTmed 7200

The ability of the DTS heuristic to utilize both pipelining and parallelism efficiently

- :-,': significantly increases the flexibility of the machine organization and allows the machine
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9 done done

Figure 2.13. Execution schedule for four instructions per cycle.

designer to trade off pipelining with parallelism for greater cost-effectiveness.

2.5. Performance Evaluation

We have constructed a compiler to evaluate the performance of the DTS technique
and the guarded store and jump architectural features. This compiler accepts a subset
of the language C. ‘

The performance evaluation is based on a pipelined uniprocessor model derived
from the scalar portion of the Cray-1. This baseline uniprocessor has instruction execu-
tion timing characteristics of the Cray-1 computer{23, 24] with branches taking a con-
stant 14 cycles. The Cray-1 branch time is actually 2, 5, or 14 clocks for the cases that
the branch is not taken, taken with branch target in instruction buffer, or taken with
branch target in main memory, respectively. The constant 14 clock assumption
simplifies the baseline uniprocessor, but. makes its performance somewhat lower than
the performance of the actual Cray-1 on scalar code.

In this section performance is speedup relative to this baseline uniprocessor. The

target machine model consists of one or more pipelined processing elements. The
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._ processing elements are controlled by a horizontal instruction word with an instruction _~ <
_\":*.
field for each processing element. The timing characteristics of the processiig element .t}:j
-« '$f o
are the same as that of the baseline uniprocessor. ?Eﬁ
In addition to the normal operation of code generation, our compiler also performs (A
selective code replication. Use of replication was motivated by the observation that 5
P
pipeline utilization improves with larger decision trees. Natural decision trees in most s
Al
programs tend to be very small because every basic block that has more than one prede- L"’
tessor blocks becomes the root of a distinct decision tree. For example, the program ,-.
WY
i [N
é fragment shown in figure 2.14(a) produces three decision trees. The first tree contains far
blocks ¢4, §;. and S, the second tree contains blocks ¢5. S;. and S, and the third tree E:
= contains the block S, R
i By replicating the second if-statement and statement S¢. a singl;a much larger deci- r.&
sion tree can be produced as shown in figure 2.14(b). This tree consists of the 7 blocks G’_::::Z;-
N
e Y R
if (¢, if (e, N
I K Sy Sy -
o else if (e2) { i
_ S 2 S 3 S 6 -
. if (c3) } else {
S SeSe
else } else {
£ S Sa
) S 60 if (C 2) {
33 S¢
} else {
N SeSe
. }
2 (@) ()

Figure 2.14. Use of code replication to produce larger decision trees.
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c1.(81.¢2). (53.5¢). (S4 S¢). (S3.¢2). (S3.S¢). and (S, S¢).

In our compiler, code replication is controlled by a parameter €. As long as a path
of a decision tree has probability greater than €, an attempt is made to replicate code
further along that path until conditional branches cause the path probability to fall
below €. This technique of weighted code replication is advantageous in that high pro-
bability subtrees of a decision tree are made deeper and larger by code replication while

low probability subtrees are kept small.

Table 2.3 shows the achieved performance for a binary search program with the
list to be searched represented as a balanced linked binary tree with integer keys. In
this table, p is the number of processing elements, i.e. the number of instructions that
can be issued in parallel each clock cycle, and € is the level of code replication. Each

successive column represents code replication past one more conditional branch.

Table 2.3 shows that relatively good speedup of 2.392 can be achieved by the DTS
technique with guarded operations on a uniprocessor (p =1) and no code replication
(e=1.0). Additional speedup can be achieved either by code replication (going right) or
by increasirig the level of parallelism in the machine (going down). Greater speedup can

be achieved by combining both code replication and increased parallelism.

Table 2.3. Performance of linked binary tree search.

€
1.0 0.5 025 0.125 0.062 0.031
2.392 3.116 3477 3.695 3.782 3.895
2.739 3.651 4.107 4409 4587 4.781
2.831 3.881 4409 4.707 4953 S5.137
2.831 4042 4567 4911 5174 5.366
2.831 4141 4896 5.388 5.733 5.989
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! Table 2.4 shows the achieved performance for a quicksort algorithm. Although
- this algorithm is much more complex than the linked binary tree search example, simi-
lar speedup trends are observed. The initial (p =1, €=1) speedup is much lower, but
L
Table 2.4. Performance of quicksort algorithm. P
. L.
p | 10 05 025 0125 0062 0.031 e
1 | 1.489 2396 2.787 2981 3.021 3.121 e
- 2 11623 2940 3391 3814 3981 4.120 e
- 3 | 1.644 3.119 3.764 4.193 4388 4571 L
- 4 | 1.657 3.176 4.026 4.461 4.683 4.873
o | 1.664 3311 4388 5412 5904 6.204
. Table 2.5. Performance of vmsched.c from the UNIX kernel.
-..~ e
- p 1.0 0.5 0.25 0.125 0.062
1 | 1713 1863 1953 2.049 2.108
t 2 | 2127 2.456 2.626 2.846 2.992
3 12307 2.727 2915 3292 3.489
4 | 2373 2.866 3.089 3538 3.786
oo | 2.431 3.028 3.456 4.177 4.658

Table 2.6. Performance of hydro excerpt from Livermore benchmarks.

€
p 1.0 0997 0992 099 0.98
1 ] 1313 2358 3.052 3223 3.416
2 | 1406 2.742 4895 5.632 6.468
3 | 1441 2.742 4999 5985 9.021
4 | 1441 2.742 4999 5985 9.212
o | 1441 2.742 5.000 5986 9.217

ORI AP LA S P R R TR E R A Wt et L. ORISR I St S St S T T
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reducing € has even higher relative payoff. Once € is reasonably low, increasing p hasa

much greater effect.

Both of the above examples are very small program fragments. To test the viabil-
ity of our techniques on more difficult examples, we evaluated a number of program
modules from the Berkeley UNIX kernel. Table 2.5 shows the achieved performance
for the virtual memory scheduler from the UNIX kernel. Less speedup was achieved
relative to the previous examples because this program module contains many pro-
cedure calls to externally defined procedures. An external procedure call always ter-
minates a path in the decision tree since code replication cannot proceed without
knowledge of the called procedure. Hence the full power of code replication could not
be applied in this example. Nevertheless, even this example demonstrates that our

approach is capable of delivering significant speedup on branch-intensive scalar code.

We have found that our DTS compilation technique and the guarded store and
jump architectural features are very effective with parallel-pipeline hardware for vec-
torizable code as well as scalar code. Table 2.6 shows the achieved performance for the
first loop from the Lawrence Livermore Loops benchmarks{25]. On a uniprocessor with
the loop unrolled once via code replication (p =1, €=0.997), the result is comparable to
hardware speedup techniques for scalar processors{26]. Using three processing elements
and unrolling the loop four times (p =3, €=0.98), DTS produces a speedup of 9.021 via
a schedule whose average execution time is 2.62 cycles per loop iteration. In contrast,
since the Cray-1 has only a single floating-point multiply pipeline and this example uses
3 multiplications per loop iteration, the maximum Cray-1 performance in vector mode

is no fewer than 3.00 cycles per loop iteration, i.e. a maximum speedup of 7.383 rela-

tive to its scalar mode performance.
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CHAPTER 3

SCHEDULING SIMPLE LOOPS FOR OPTIMAL THROUGHPUT

3.1. Introduction

In a conventional programming environment many programs spend a large frac-
tion of their execution time in looping constructs. Therefore the optimization of pro-
gram loops in order to speed up their execution time is of paramount importance in a
high performance computer system.

Although loops can be viewed as scalar code and scheduled to achieve higher per-
formance using the decision tree scheduling (DTS) technique described in chapter 2, in
general the DTS technique cannot deliver maximum loop performance since the DTS
technique has the restriction that a decision tree complete execution before another deci-
sion tree can begin. This strategy allows distinct trees to be scheduled independently
and was deemed necessary in order to reduce the complexity of the scheduling problem
1o a manageable level. A disadvantage of scheduling trees independently is that perfor-
mance is compromised during the transition from one tree to another. Therefore loop

performance is degraded if tree transitions occur while the loop is being executed.

By using code replication to caus: loop unrolling, the number of tree transitions
can be reduced since multiple iterations of the loop can be executed by a single decision
tree. However tree transitions can never be totally eliminated uniless the loop is com-
pletely unrolled. Complete loop unrulling is rarely feasible since loop iteration limits
are frequently data-dependent and/or ta® number of iterations is so large that complete
unrolling is impractical. Therefore in general some performance degradation is inevit-

able when loops are scheduled using the DTS technique.
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The structure of general loops involving nested conditional statements and pro-

cedure calls are quite complex, and perhaps in practice it is best to handle them using

the DTS technique in spite of the fact that tree transitions lead to suboptimal perfor- - Y

mance. However, simple loops whose bodies consist solely of assignment statements C‘ “"1
have a very simple and regular structure. This structural regularity can be exploited to <
unroll the loop logically and completely without actually doing so. Thxs is the basis for = __‘

the simple loop scheduling (SLS) technique proposed in this chapter.

o
' _'. A '-p.-vv' R
s '

The DTS technique is a general technique that is applicable to any program con- o= 'l_l‘
struct. The SLS technique, on the other hand, is applicable only to a restricted class of ‘.

loops. The advantage of the SLS technique is that it produces schedules that are

throughput optimal, i.e. optimal performance is maintained as long as the loop continues

to iterate. Suboptimal performance occurs only when the loop starts and when it ter- ﬁ
minates. -

The importance of high-speed loop execution is well known. Since loop speedup
techniques depend on the machine model chosen, we begin this chapter with a brief ::
review of several well-known machine models. Following that, the SLS technique is
developed in several stages, beginning with simple cases. C Ny
3.2, Architectures and Loop Performance = E—r:;

Consider the simple loop written in the language C shown in figure 3.1. This pro-

o
PR
AR
1
Cala ot

L gram fragment is representative of many nonnumeric programs in that simple loops are l;':;;?i
F frequently used to traverse linked data structures. The C notation \_!-::‘*:1
! MO
, ) oM

while ( <assignmenz > ) { ...} :-_.:-_?‘

[ s

o
14 .I »
2

means perform the <assignment > statement as specified and retain the value that was

DOV R B

assigned. Then if the retained value is nonzero (i.e. if the pointer is valid), initiate

..................................................
..........................................
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struct vertex {

struct arc *arc;
int data;

k
struct arc {

struct vertex *node;

int T{ L

struct {
int index ;
int value ;
IR()

register struct vertex *c;
register int i = 0;
register int g :

register int k = 0;

while (¢ = ¢ —arc[1]—node) {

g =Tlc—~data+i];
i =Rlg lindex;
} k +=Rlg l.value ;

/* Graph vertex descriptor. */

/% Other fields in vertex descriptor. */

/% Pointer to list of outbound arc descriptors. */
/% A data field of interest. */

/* Graph arc descriptor. */
/% Other fields in arc descriptor. */
/* Pointer to destination vertex. */

/* A list of indices into the following array. */

/* List of records in an array. */
/% A value used to index into the array T. */
/% An interesting data value. */

/* A cursor moving through the graph. */

/% A corresponding index intc the array T. */
/* A temporary used to index into R. */

/% An accumulator of interesting values. */

/* While more vertices do: */

/#* Calculate an index into R. */

/% Acquire the next corresponding index. */
/* Accumulate another interesting value. */

Figure 3.1. Example of simple loop in source language.

another iteration of the loop body. If the retained value is 2ero, the loop terminates.

Note that the <assignment > statement is reexecuted at the beginning of each iteration

of the loop.

The data structures and operational characteristics of this simple loop are shown

in figure 3.2. The top part of the figure shows a graph data structure. The graph is

traversed by following the second outbound arc from each vertex (array indices begin

with O in the language C). The bottom part of the figure shows a pair of related tables.
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VERTEX
DESCRIPTOR

OUTBOUND

LIST ARC
ARC DESCRIPTOR

data DESCRIPTOR

node

arc
data

!

()=
value

LIST OF LIST OF
INDICES RECORDS

Figure 3.2. Data structures in simple loop.

During each iteration of the loop, an index into the first array, T, is generated using an
item from the current vertex in the graph. The value retrieved from tabie T is shifted

by the appropriate amount so as to form an offset into the second array. R. The entry

pointed to in R (an index field) is saved in i to be used during the computation of the
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next index into table T. The next entry in R is the value field to be accumulated in the

variable k. The final value of k is assumed to be used eventually outside of the loop.

An assembly level representation of this simple loop is shown in figure 3.3. We
have chosen to use a load/store architecture[1,S5,6.7,8,9] for reasons discussed in
chapter 2. From this low level representation of the program we can derive the depen-
dency graph shown in figure 3.4. Instructions are shown as nodes in the graph, labeled
with either the result register name or the explicit instruction label. Solid arcs
represent data depende.ncis between nodes: downward arcs specify dependencies within
a single iteration of the loop while upward arcs specify dependencies from one iteration
to the next. Dashed arcs represent control dependencies resulting from conditional
branches. The dependency graph is an appropriate representation of a program loop for
the purpose of readily viewing the constraints on code scheduling. In future examples

we shall omit the lengthly process of specifying program fragments and simply use

only dependency graphs.

loop: a « arc(c) Load pointer to arc pointer list.
b =~ 1(a) Load pointer to second arc descriptor.
¢ + node(b) Load pointer to destination of, arc.
d: if (¢ =0) exit Terminate loop if no more vertices.
e +~ data(c) Load data field from vertex descriptor.
f —e +i Use data to offset recirculating index.
g ~T(f) Load index to array of records.
h g <<2 Shift index to form offset.
i «~ R.index(h) Load new value of recirculating index.
j = R.value(h) Load new data value of interest.
ke~k+j Accumulate new data value.
L: goto loop Start another iteration.

Figure 3.3. Assembly level representation of simple loop.
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Such a loop. executed on a wide variety of architectures, will achieve varying lev-
els of performance. In this section we compare the advantages and disadvantages of

N several architectures for this kind of loop.

3.2.1. Scalar Architectures

Consider a pipelined scalar architecture such as the RISC-1 microprocessor{6].
This microprocessor issues one instruction per cycle, and performs a load or delayed
branch instruction in two cycles and all other instructions in one cycle. Figure 3.5
shows a table of instruction issue times for one iteration of the loop. Entries in the
- “INSTRUCTION ISSUED" column contains either the instruction being issued. or ¢ if a

data dependency prevents the next instruction from being issued in that clock period.

. TIME | INSTRUCTION ISSUED
0 [ a «arcc)
1 |¢
2 b ~1(a)
3 _|¢
K 4| c ~ node(d)
5 1o
6 d: if (c =0) exit
7 e « data(c)
” 8 | ¢
t. 9 f —e +i E__j
10 | g «T(f) B
11 | L: goto loop R
12 h—g <2
13 | j «~ Rvalue(h) R
14 | i ~Rindex(h) L1
; 15 [ k~k+j

Figure 3.5. Scalar processor schedule for one iteration of the loop.
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Note that the schedule shown in figure 3.5 has been optimized to take maximum advan-
tage of instruction overlap. To facilitate instruction overlap further, we have assumed
that delayed branches can be delayed by greater than two cycles if desired. This allows
branch instruction ! to be issued at time 11, which otherwise would have been a ¢
cycle. An unshown parameter within the branch instruction increases the delay and

causes the next iteration to begin at time 16.

As figure 3.5 shows, each iteration of the loop takes 16 clock cycles. Therefore the

time for a scalar RISC-1 microprocessor to complete n iterations is
Tscarar = 16n

We shall use this time as the basis for comparison with other architectures.

3.2.2. Vector Architectures

Higher levels of performance can be achieved by increasing the level of con-
currency beyond that offered by a scalar processor. Suppose that the RISC-1 micropro-
cessor is augmented Wwith vector capabilities similar to those of the Cray-1{1]. In order
to use vector instructions, a loop must be distributed into a set of simpler loops such
that ezch new loop corresponds to exactly one vector instruction{16]. This transforma-
tion is shown in figure 3.6. In this example we optimistically assume that some
unspecified hardware is available for loop control, hence we ignore the if and goto
instructions. Only loops 2, 4, and possibly 5 can be vectorized since the other loops
each contain more than one instruction. The reason loops 1 and 3 cannot be distributed
further is that the statements within them form recurrences{27]. It is well known that
recurrences involving pointers through memory or indirect references through arrays
such as those in loops 1 and 3 cannot be vectorized and must be executed serially. Loop

5 is also a recurrence, but it is a special case in that it is a vector reduction operation
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loop 1:

ignored :
loop 2:

loop 3:

loop 4:
loop 3:

ignored .

ap ™ I.l‘C(C,,.—l)
bp = 1(a,)

cm *~ node(d,)
d: if (¢, =0) exit
e, — data(c,)
fm hall + im—l
Em "'T(fm)

Ay ~gm <<2
im * R.index(h,)
Jm * R.value (h,,.)
km - km—l + jm

L: goto loop

Load pointer to arc pointer list.

Load pointer to second arc descriptor.
Load pointer to destination of arc.
Terminate loop if no more vertices.
Load data field from vertex descriptor.
Use data to offset recirculating index.
Load index to array of records.

Shift index to form offset.

Load new value of recirculating index.
Load new data value of interest.
Accumulate new data value.

Start another iteration.

Figure 3.6. Example of vectorization by loop distribution.

involving an associative operator. On some vector machines special hardware is avail-

able to evaluate such recurrences quickly with a single vector instruction{28]. ,.;
From figure 3.6 we can derive the best case execution tuming for a vector processor ]

with memory access delay of two cycles and arithmetic computation delay of one cycle. ::]
Namely, we assume that the vector processor has a sufficient number of processing ele- Ej
ments or pipelines so that resource contention is not an issue. However, we do assume :Ei:: ;
that there is only a single scalar processor with an instruction issue rate of one instruc- :Li
tion per clock cycle, since that is usually the case for vector architectures. Loops 1 and L._i
3 must be executed on the scalar processor. Loop 1 contains a chain of three loads so its N
execution time is 6n cycles. Loop 3 contains a chain of two loads and two ALU opera- 1
tions so its execution time is also 6a cycles. Loops 2 ind 4 each contain one load E-i
J

instruction and so can be vectorized. Since all n iterations of a vectorizable loop can,




.
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with sufficient resources, be performed in parallel, loops 2 and 4 take 2 cycles each. We
shall be very optimistic and assume that loop 5 can be treated as if it was a pure vector
instruction and charge only 1 clock for its execution. Taken together we find that the

best execution time on a vector processor is
Tmon =6n +2+6n +2+1=12n +5
The speedup relative to the scalar processor is given by

Tscarar 16n
SPvrcror = —— = 13273

For a large number of iterations the speedup approaches
SPypcrop = 1.333

Note that this speedup is very optimistic and does not take into account overhead for

loop control.

In spite of the fact that vector architectures offer much more concurrency, the
achieved performance is rather poor for this example. The reason is that only a small
fraction of the loop is vectorizable due to the extensive number of recurrences and
hence most of the execution must be performed in scalar mode. Almost all linked data
structures cause recurrences through memory. The use of linked data structures is per-
vasive in nonnumeric programs as well as certain numerical programs, such as those
that operate on dynamic sparse matrices. In view of the high cost of providing vector
execution capabilities, the use of a vector architecture is inappropriate for job loads con-

taining significant usage of linked data structures.

3.2.3. Multiprocessor Architectures

A multiprocessor is more flexible than a vector architecture. A schedule showing

issue times for the first three iterations on a multiprocessor consisting of three
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independent scalar RISC-1 microprocessors is shown in figure 3.7. In this figure the

instructions are represented by either the result register name or the explicit label as

:
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Figure 3.7. Multiprocessor schedule for three iterations of the loop. :
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shown in figure 3.3. Because recurrences transmit data to future iterations of the loop,
the initiation time of each loop iteration is delayed relative to the previous iteration.
Techniques for calculating the value of this delay and transformation algorithms for
minimizing this delay have been developed(29]. The schedule shown is the best possible
in terms of minimizing the inter-iteration delay, which is six in this example. Provided
there are enough processors to eliminate resource conflicts, the execution time to com-

plete n iterations on a multiprocessor is
T, MULTI = 6n +9

Note that instruction k takes only one time unit to complete execution and that all
instructions are actually completed by the time & is completed. The speedup relative to

a single scalar processor is therefore

Tscarar 16n
SPyyzrr = TMU]J'[ = n +9 2.667

Since multiprocessors are more flexible than vector processors, they can be
expected to achieve higher speedup for a wider class of application programs. In this
example a multiprocessor architecture was able to do twice as well as a vector architec-
ture. However in calculating the timing for a multiprocessor we have ignored the com-~
munication and synchronization time between processors and the time lost due to
memory port contention. If a multiprocessor has independent scalar processing units
that operate asynchronously from each other (an asynchronous multiprocessor), then
some amount of interprocessor communication overhead is inevitable. When asynchro-
nous multiprocessors are used to evaluate recurrences, the achieved performance is very
sensitive to interprocessor communication overhead. For example, even a modest inter-
processor communication delay of two clock cycles per iteration would lower the

speedup from 2.667 to 2.
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The asynchronous characteristic of multiprocessors is advantageous in that it pro-
vides greater application flexibility and also allows a larger collection of processors to
be coupled together, due to less restrictive clocking requirements. When applied to
recurrences, however, these advantages cannot easily be realized because recurrences
severely restrict the number of processors that can profitably be used. Referring to
figure 3.7, we see that the maximum number of processors that can be used efficiently
on this example is three, since the fourth iteration cannot begin until time 18, whereas
processor 1 is free by time 16. Thus asynchronously coupling large numbers of proces-
sors not only incurs the additional cost of asynchronous interprocessor communication,
but provides no performance gain in many applications. If only few processors can be

used effectively, a small synchronous system is more cost-effective.

3.2.4. Horizontal Architectures

An alternative to the asynchronous multiprocessor architecture is the horizontal
architecture[9, 30, 31]. A horizontal architecture consists of multiple processing ele-
ments controlled by a single instruction issue unit. These architectures use wide
instructions with multiple fields to control each processing element independently in a
manner similar to horizontal microcode. The processing elements may be specialized
pipelined functional units{30, 31] or relatively unspecialized scalar processors{9]. The
main advantage of horizontal architectures is that they are globally synchronized and
extremely tightly coupled. These characteristics allow horizontal architectures to pro-
vide low-overhead high-bandwidth communication between processing elements at rela-
tively low cost. The disadvantage is that relatively fewer processing elements can be
supported by such architectures. This, though, is not a serious handicap for recurrence

intensive workloads which cannot effectively utilize many processors in any case.
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a
Consider a horizontal architecture that consists of a two-segment pipelined &

memory reference unit, 2 one-segment ALU, and a two-segment pipelined delayed jump E-“

unit. This configuration was chosen to be compatible with the RISC-1 microprocessor |

being used as the basis for comparison. The separation of functions is motivated by the _E' W

observation that distinct specialized hardware is needed for each of the pipelines, hence .

parallel execution of these functions is reasonable. 2 ,.Lg;
Figure 3.8 shows the execution schedule for one iteration of the loop on this pro- "M

cessor. In this figure ¢ cycles are shown as blank entries. Note that the time for one

iteration is 15 cycles instead of 16 cycles for the RISC-1 microprocessor. This reduction

arises because the increased concurrency allows instructions d and e to be issued in the

same clock cycle. However, if only this small speedup of 1.067 were attained it would

TIME MEM ALU IMP RO
scgl | sep2 | sepl|sep 1 | cen2 SERse

0 a :{.:::_‘

1 a ey

2 15 o

3 b BN

4 c

5 c

6 e d

7 e d

8 f

L) g

10 g

11 h

12 j

13 H j l

14 i k {

Figure 3.8. Horizontal architecture schedule for one iteration of the loop.

..........................




hardly be worthwhile in view of the higher cost of a horizontal architecture.

High performance is achieved on a horizontal architecture when the execution of
multiple loop iterations is overlapped. The left hand side of figure 3.9 shows one itera-
tion of the schedule for the loop. Several extra delays have been added to the compact
schedule shown in figure 3.8 for reasons that will become apparent. Note that only the
first segment of the MEM and JMP pipelines have been shown since the behavior of the

second segment can be inferred from the first segment.

The right hand side of figure 3.9 shows a composite schedule obtained by overlap-
ping four copies of the left hand side schedule each delayed by seven clocks. This time
delay between iterations is called the initiation interval. The superscript indicates the
iteration number associated with each particular instruction. An initiation interval of
seven clocks is sufficient to satisfy dependencies between iterations. The inter-iteration

dependencies are c™ = a™*L, im — fRH and k™ s k™,

As shown in the figure, beginning with clock 14 the memory pipeline is fully util-
ized and continues to be fully utilized throughout future iterations. Therefore an ini-

tiation interval of 7 is minimum. The execution time on the horizontal architecture is

THORJZONTAI. =7n + 16

Hence the speedup relative to a scalar processor is

SPyopizontar = P r— = 2.286

While this speedup not as high as the asynchronous multiprocessor speedup of 2.667, it
should be noted that communication between processing elements in a horizontal archi-
tecture does not introduce any overhead since interprocessor synchronization is precal-
culated at compile time. The multiprocessor required three memory ports and three

ALUs to achieve a speedup of 2.667 while the horizontal architecture required only one
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‘; memory port and one ALU to achieve almost as high a speedup. Therefore the horizon-
S tal architecture can be expected to be less costly than the multiprocessor. Furtbermore,

considering that the asynchronous multiprocessor speedup drops to 2.000 with the

l introduction of even very modest communication delay, the horizontal architecture can E:‘i_'.j
)
be expected to outperform the asynchronous multiprocessor for many job loads. ‘-:.;-:3

‘e

3.2.5. Summary

High performance computer systems need to be efficient both on vectorizable
numerical job loads as well as on other more general job loads. The extensive use of
linked data structures causes many recurrences through memory. These recurrences
cannot be transformed into vector form. hence vector architectures cannot provide sub-

stantial speedup on such job loads. Recurrences also limit the number of processors

i that can be used profitably in a multiprocessor architecture. This, coupled with the fact L—;
:::_ that asynchronous multiprocessors generaily have nonnegligible interprocessor com- :
™ munication overhead, suggests that asynchronous multiprocessors consisting of a ~*
: number of conventional scalar processors may not be the most cost-effective architec- E.j
. S
. ture for general job loads. Eijl":j
o The use of horizontal architectures appears to offer improved performance over j
bl vector architectures, and improved cost-effectiveness over asynchronous multiproces- L

sors. High utilization of horizontal multiprocessors can be obtained by code scheduling
50 as to maximize overlap between loop iterutions. In the next sections we develop a

technique for the automatic generation of cp'imal throughput loop schedules for hor-

AR izontal architectures.
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3.3. Scheduling Graphs with Acyclic Dependencies

The complexity of finding an optimal throughput schedule for a loop is highly
dependent on the characteristics the dependency graph representing the loop. For pur-
poses of code scheduling it is convenient to classify the nodes in a dependency graph. N,
into subsets

N=Ur UsUaA

k=l

This classification is based on strongly connected components{32]. Strongly connected
components of a directed graph are defined to be maximal sets of nodes such that if
nodes x and y are members of the same strongly connected component, then there is a
directed path from x to y and also a directed path from y to x. Each strongly con-
nected subgraph containing two or more nodes is called a multinode rem. denoted
by the set R, . The total number of such multinode recurrences is m. Other strongly
connected subgraphs contain only one node each and are called self-loops, denoted by
the set S. The remaining nodes are not in any strongly connected components. These
nodes are classified as acyclic, denoted by set A. Note that the node sets

Ry. Ry, ... R, . S and A are all disjoint.

The problem of optimal throughput loop scheduling is to find a valid schedule
with & minimum initiation interval (MII). The simplest case occurs when the depen-
dency graph is acyclic, e.g. the graph contains only acyclic nodes. An optimal schedul-
ing technique for acyclic dependency grapbs has been proposed by Rau(31] for use on

horizontal architectures. In this section we briefly review Rau's results.

3.3.1. The Available Resource Limit Constraint

If a graph contains only acyclic nodes then every iteration of the loop is indepen-

dent of every other iteration. Consider the acyclic dependency graph with nodes N = A
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shown in figure 3.10. This graph was derived from figure 3.4 by ignoring the feedback

A2 IR
i
"o 2

;: \C.:'_ arcs, thus removing inter-iteration dependencies. The letters M, A, and J within each E{:
o node specify the pipelined functional unit (MEM, ALU, and JMP, respectively) :
' l required by that node. The number in each node, of the form +s, gives the number of E-
- segments in the functional unit pipeline. "::',::::

Since there are seven memory references needed per iteration, and only one pipe-

lined memory unit is available, successive iterations cannot be initiated less than seven e

clocks apart. In general there is a lower bound on the MI/ based on resource con-

: h‘. straints. This lower bound is called the available resource limit (ARL ) and is defined as r:

follows. L
- n R
. ARL (N) = max ) §;(c) ' S
. . ceC im) '.~_‘,~;
Where L<
o 1iff, =c -
S 8i(c) = 0 otherwise

Nodes are numbered from 1 to n, indexed by i. The type of functional unit required t: :‘:‘

by a node is given by f;. C denotes the set of all functional unit types. In this exam- _:
':- . “ ~.' J
< ple,C={M, A, J}. -]
~

The available resource limit states that the initiation interval is lower bounded by

L 3 5 el
T the most heavily used resource. Since, for this example, 3 §;(M) =7, Y §,(A) =3, s
. iml i=l e
2 . 1
A and 2.8,(J) = 2, the ARL is 7. This lower bound is not restricted to schedules for acy-

i=t

clic dependency grapbs. In general. a valid schedule for any dependency graph must

. r satisfy the condition ir%
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. '}'«I
. MII(N) 2 ARL(N) ,E_::.::’*"
Ko
e
- where N is the set of all nodes in the graph. N ::":
) . a3l
" Patel[33] has shown that for strictly acyclic dependency graphs. at least one func- )
: - tional unit can always be fully saturated. Therefore s
- MII(A) = ARL(A)
Once the MII has been found. it is relatively easy to construct a valid schedule with
that initiation interval.
Q Before presenting the algorithm for schedule construction, some terminology is
necessary. A schedule for a set of nodes N ={1,..., n} is given by the issue times of RS
each node, denoted by x;, 1<i €n. The initiation interval for a schedule is denoted by ::":‘;':1
» '_\n-_!
. p- The execution delay of a node is equal to the number of segments in the pipelined t
functional unit used by that node. This delay is given by s, ,» Where f, is the func-
tional unit used by nodei.
_' A resource conflict occurs if two nodes require the same functional unit in the
same clock cycle. Note that since successive iterations of a loop are overlapped with an
initiation interval of p. a node from iteration & issuing at time ¢ will conflict with a
. node from iteration £ —1 issuing at time ¢ +p, provided both nodes require the same i .
' functional unit. More generally, the modulo usage function is defined as '
1iffy=cand(x; mod p)=1¢ J
8‘ (c ’ t ) = N P
0 otherwise 1
This function is 1 if and only if a node i requires resource ¢ at any of the times : :f:::
N
t.t+p.t+2p, - - For a schedule to be valid (e.g. causes no resource conilicts), the fol- :Q-j.:;a
t” SRR
lowing condition must hold. .r_._l
.'_-»: \
fi‘_ﬁ-
S
-'-'\L1
. ~0
I '
‘ RS
T Sl o sy a Ty e T S T T T ~“.i
et - Salafatialatalatatriatateiatiate Va al




n B
35(c.t) €1 forallc €eC, 0S¢t <p e

i=1

An algorithm for finding an optimal schedule for an acyclic graph is given in W
figure 3.11. Note that nodes in a directed acyclic graph can always be topologically
sorted to get a linear sequence in which every node depends only on nodes preceding it
in the sequence. Without loss of generality we can assume that the set of nodes N is so ’

ordered. An informal description of algorithm A follows: ko

(1) The first node is not dependent on any other node, hence step A4 does nothing.

Step AJ also does nothing since no resource has been reserved for any node. t.. :
Thereforex,; = 0.
(2) Suppose that a partial schedule consisting of nodes 1 through j—1 has already
‘ been found. The earliest issue time for node j can be computed by examining all !:: L
the predecessor nodes that j depends on. given by the set pred (j). This examina- - N

tion is carried out in step A4. Since the nodes are being processed in topological

order, all the predecessors of j must have already been processed and hence their

Al
B o

x; are well defined.

Al.  p =~ ARL(N) 2
A2, for j+~1ton do A
R

A3. x; =0 S
A4, for eachi € pred(j) do x; «~ max{=x;,x;+s;, } '.'
)z o

AS. while 3 8,(f,.x; mod p)#0do x, = x; +1
i=l

Figure 3.11, Algorithm A: optimal throughput schedule for acyclic graphs. o) r

L] '-.-
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(3) If issuing node j at the earliest permissible time does not cause a resource conflict

then node j is assigned to that time. Otherwise the starting time of node j is

M2

incremented until there is no conflict. This resolution of resource conflicts is car-

ried out in step AS. Note that because p has been calculated to be just large

‘v
'
ol

enough so as not to overutilize any resource, the while-loop in step A5 terminates

after at most p —1 iterations.

The application of algorithm A to the graph of figure 3.10 yields the schedule shown in

figure 3.12.

- Because every iteration of the loop is identically scheduled, A complete characteri-
zation of the steady state behavior of the loop can be obtained by looking at p consecu-
tive clock cycles. One can simply divide a schedule into sections each p clock cycles

. long, label successive sections with successively decremented iteration superscripts. and
overlay them on top of one another. This overlaid representation is called a modulo
reservation table (MRT). Figure 3.13 shows the MRT which corresponds to the example

t schedule. The superscript gives the iteration numbers. The subscript gives the issue

. time of the node in clock cycles relative to the beginning of the schedule. Note that the

issue times are redundant; a node z ™ is issued at time x, =¢ + kp, where ¢ is the slot

time in the MRT. For example, the node j~2 has a slot time of 5, hence its issue time is

Ty .
F

5 +2:7=19. Although redundant in this example, the issue time is included to be

- compatible with later examples.

In addition to being a more compact ri:presentation of the schedule, the MRT is

also a convenient data structure for the evaluation of the while condition in step AS of

algorithm A. The while-loop terminates when a time slot is found whose use by the

current node will not cause resource conflicts. By using the MRT, the while-loop ter-

minates when there is an empty slot in the appropriate functional unit column. A
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Figure 3.12. Schedule for acyclic dependency graph.

resource conflict occurs if two nodes are assigned to the same slot in the MRT. Full

utilization of a resource occurs when a column is completely filled. In this example the
N MEM column is full, hence the memory pipeline is fully utilized and optimal SR

throughput that matches ARL is obtained. R

33.2. Startup Time and Scheduling Complexity

Throughput optimal schedules achieve optimal performance only after several

loop iterations: the first few iterations are not optimal because resources reserved for

P
- .
YR
a e
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o nonexistent previous iterations are unused. The number of suboptimal iterations is .:::.:
o related to the length of the schedule, I, defined as :‘..
r
i max{ x; }
. = |3N +1 gy
- P _
- Referring to figure 3.13, a schedule with length { = 4 has nodes belonging to iterations L
- -
2 —
L in the range O through —({~1) = —3. During iteration 1, the time slots reserved for e
;-_‘ nodes labeled as iterations -1, -2, and -3 are unused. In general, during iteration :j'.
- k.1%k <l, the time slots reserved for nodes belonging to iteration: labeled r
- —k,...,=(l—1) are unused. Therefore a schedule of length ! achieves optimal perfor- -__.i}
o R
- mance beginning with iteration [. N
KA N
O, o
Be In algorithm A the assignment of x;, was made based on the first available slot in L
3 -~
o the MRT. There is no reason why the first empty slot must be assigned. A shorter o
3 ]
D, o
¢ o
-
i S AT SRR L e T R T
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schedule may be achieved by assigning x, to other empty slots, as shown in figure 3.14.
The number of assignments to each x; that must be mﬂ.:hed in order to find the shor-
test schedule is dependent on the characteristics of the dependency graph. Patel[33] has
shown that if the earliest allowable issue time for x; is ¢. only the assignments
t,t+1,t+2,...,t+p~—1 need to be considered in finding the shortest schedule. Thus
the number of assignments per node is upper bounded by p.

The complexity of an optimal throughput scheduling algorithm is strongly depen-
dent on how the algoritfnn handles the problem of startup penalties. The complexity of
algorithm A can be calculated as follows: There are n nodes to be scheduled sequen-
tially. Each node may, in the worst case, depend on every preceding node. Hence the
for-loop in step A4 requires O (n ) iterations. The while-loop in step AS requires O (p)
iterations. This gives a total complexity of O(n2? + np ) for the algorithm. If, as is

commonly the case, the number of predecessors of a node is bounded by a constant,

ad | hd

i dg’

ki7 | it
8) | fi

Ajlwalda]|]W IV ]I=]IO
”,
]

Figure 3.14. Optimal throughput schedule with shorter length.
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! then the complexity reduces to O (np ). Note that for acyclic graphs, p € n since full
.‘;\ utilization of at least one resource is achieved.

- Algorithm A has a relatively low complexity of O (np) because it generates an
t:. L‘ optimal throughput schedule but does not guarantee minimum startup penalty. On the L{‘i
’ other hand. to find an optimal throughput schedule with minimum startup penalty, it is
h i necessary to consider all feasible assignments of x; at step AS instead of the first feasi- '3.:3‘:::
S ble assignment. Since there are O (p ) feasible assignments per node, the total complex- ‘”“
L . ity of such an algorithm is O (p* ). Patel[33] has demonstrated an efficient branch-and- ‘
b bound algorithm for finding optimal throughput schedules with minimum startup _j
. penalty. In view of the fact that loops usually continue for many iterations and there- E"ﬂ
’I.:. fore the impact of the startup penalty is amortized over a long period of time, it may t‘-
. not be worthwhile to pay the additional computational cost necessary to generate a ‘._51
minimum length schedule. However, the need for minimum length schedules reappears )
- when more general graphs are considered. to be discussed in section 3.5. »-x:‘
C The observation that there are multiple feasible assignments of the x; leads to the é
. minimum complexity optimal throughput scheduling algorithm by Rau[31], shown in
;E; figure 3.15. Algorithm B has a lower complexity than algorithm A by making use of :\
; the fact that nodes can be placed anywhere into the MRT so long as they are in the E-::}
‘ proper functional unit class column. A description of algorithm B follows: N
(1) Steps B4-BS finds the earliest issue time for each node. These steps are the same as :
- steps A3-A4 in algorithm A. a
2 (2) Step B6 performs resource assignment. Each node is assigned a slot time, 7, ,-in 1
o the MRT. The counters. 7., keep track of the next empty slot time for each w
t resource class, ¢ € C. Note that the available resource limit assures that 7. < p ﬁ
o for every resource class c. | _:’,
- 1y
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B1. K (N) e t t

. o,

B2. for eachc €C do 7, ~ —1 o ,

o t.f.

B3. for j+~1ton do S

> % 0 R
BS. for eachi emd(j) do xl O—mu{ x]'xl.F:f‘ } - E t
B e Tt SR
=]
xl — Tf 4 = ::..-::
o x’ ""._‘p—‘l“n G e

Figure 3.15. Algorithm B: minimum complexity optimal throughput schedule.

(3) Step B7 adjusts the issue time of each node such that it falls on the assigned slot
time, 7, . This adjustment is made by increasing x, . if necessary. to satisfy the

equation x; mod p =T, . Since nodes are assigned in topological order. adding

extra delay to the issue time of a node can never violate data-dependency con- '

straints in an acyclic graph.
Application of algorithm B to the graph in figure 3.10 yields the schedule shown in o '[j
figure 3.16. Optimal throughput is achieved since the MEM column is completely filled.
However the length of this schedule is seven, significantly longer than the schedule ZET
lengtk of four produced by algorithm A. In general algorithm B can be expected to pro- L_%
duces longer schedules than algorithm A. This longer length has an adverse impact on Qi‘; -‘_3
: loop startup, but may be negligible if the loop continues for many iterations. - ::A
- SRS
é Tae complexity of algorithm B can be calculated as follows: The loop in step B2 © ijj
L.. requires ¢ iterations. The loop in step B3 requires n iterations. The inner loop in step . \‘
1
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BS requires n iterations in the worst case. Therefore the total complexity of the algo- Ry
rithm is O (¢ + n?). Typically, the number of functional unit classes is fixed and the fi
Aildt
node fan-in is bounded by a constant. Under this assumption ¢ is a constant and the 8
nested loop in step BS requires a total of O(n) iterations. Thus the complexity of *
algorithm B can be reduced to O (n ). This is clearly the minimal order of complexity j':-‘.‘ﬁ
“‘:\1
since each node must be examined at least once in order to generate code. E ]
3.3.3. Summary '_-:_..’.‘:E*
i
Loops whose dependency graphs are acyclic can be scheduled to achieve optimal —~;
throughput using algorithm B. The O (n) complexity of algorithm B is minimal. This Z"j"jg.

zesult forms the basis for the proposed simple loop scheduling technique to be proposed.

AR
Algorithm B generates schedules that are suboptimal in terms of length. To gen- 11

erate schedules with minimum length requires an algorithm whose complexity is
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O(p™). This high complexity makes the generation of such schedules unatt: ctive for o,
acyclic graphs since the length of a schedule affects only the loop startup penalty and :_‘
not the loop steady-state performance. However the generation of minimum length o
schedules is necessary for the more general graphs in section 3.5. which involve mul- a
tinode recurrences. a
34. Scheduling Graphs with Self-Loop Dependencies R -]

In the previous section we presented scheduling algorithms for strictly acyclic ':
dependency graphs with nodes N = A. In this section we present an extension for han- g
dling dependency graphs that include self-looping nodes. but no multinode cycles. -
These graphs have nodesN =S |J A. -

One common source of self-loops is loop induction variables{34]. An induction
variable x is a variable whose only assignments within the loop are of the form B

=x + c, where ¢ is a constant or loop-invariant value. Optimizing compilers fre-

quently generate induction variables to step through arrays. For example, the Fortran
loop in figure 3.17(a) will be transformed into the loop in figure 3.17(b) by an optimiz- B .
ing compiler in order to eliminate the multiplication otherwise needed to evaluate the =3
address of A(i.j). Other sources of self-loops include reduction operators such as vector '
summation, and traversals of linked data structures. Statements such as p = p —*next ]

in Cori =A() in Fortran are commonly used to traverse linked data structures.

Such statements cause self-loops in the dependency graph.

Consider a self-loop node i of the form x = x + 1. The operation in this node is
dependent on the value generated by the same node in the previous iteration. Since the

execution time of node i is given by s, . successive iterations of a loop must be
separated by at least s, clock cycles in order to allow enough time for the addition

N
function in the previous iteration to be completed. This constraint on the MII of a ORI

; ’- (‘ .
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dimension A(10.20)
doiml m
doj=1,n
s=s+ A(i.j)
(a) source
doi=1l,m
a=&A(.1) &A(i, 1) denotes address of element
doj=1,n
s=s+% *a denotes load using a as a pointer
a=2a+10 Note Fortran arrays are column major
(b) object

Figure 3.17. Example of induction variable generation.

schedule is given by the self-loop limit (SLL ). defined as

SLL(S) = max{ s;, }
ieS

For a general data dependency graph the following condition must hold.
MII(N) 2 max{ ARL(N), SLL(S) }
The existence of self-loops does not change algorithm B previously given for
finding optimal throughput scheduley, except that p is precalculated in step Bl to be
p = max{ ARL(N), SLL(S) }

Note that since p can be greater than ARL, full utilization of at least one resource can
no longer guaranteed. However the resulting schedules are still throughput optimal,

since SLL cannot be violated.
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K

It should be noted that many self-loops form linear recurrences{27]. Techniques &

are available for transforming these recurrences into faster forms when the SLL con- N
3

straint prohibits maximum resource utilization. The SLL constraint can be relaxed

when such transforms are applicable and used. These transformation techniques are ? -'f_‘
compatible with the scheduling techniques proposed in this chapter, but we shall not -,E
pursue them further in this thesis. _A_‘J
| s R
3.5. Scheduling Graphs with General Dependencies SRR
N
A general dependency graph may contain acyclic nodes and self-loop nodes, as ::‘_'. 1:3‘
well as one or more multinode recurrences. Consider a loop containing a multinode - L-v’
recurrence as shown in figure 3.18. Because the back arcs go from the very bottom of “ 3
the graph to the very top,. there can be no overlap between successive iterations. There- ;
fore maximizing the throughput of such a loop is equivalent to minimizing the delay E L-q
through the acyclic subgraph which excludes the back arcs. The problem of scheduling - i}‘\;
a set of dependent tasks on a machine with limited resources so that the total delay is R
minimized is the same problem as the minimum startup penalty scheduling problem, 8 E
and is known to be NP-hard[29]. However heuristics which work well in general are
available in the literature[29, 33]. It should be noted that although obtaining an ':
optimal schedule for multinode recurrences is NP-hard, it is quite practical' to do so if & L
the number of nodes involved is small. | S 4
Having established that in general obtaining a maximum throughput schedule for 5
a loop containing a single multinnde recurrence is NP-hard, one might consider finding a
way to decompose a loop containing multiple multinode recurrences into several smaller -
NP-hard problems, one for each recurrence. Unfortunately this is not possible in gen- a

eral. Consider the example grzph in figure 3.4. This graph contains two multinode

! recurrences {a.b,c} and {f .g.h.i}). Each of these can be individually scheduled -
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Figure 3.18. Example of multinode recurrence.

with an initiation interval of six cycles as shown in figure 3.19. Since the sum of the
resource requirements for both schedules is only five, it would seem possible to combine
the two schedules and retain the six cycle initiation interval. However, such a combina-
tion cannot be achieved in this case because g and { must be three clocks apart and this o
separation is incompatible with the two clock separation required tetween a, b, and ¢
as well as between ¢ and the following a. Since both schedules a.e rigid in the sense ~
that no node of either schedule can be delayed without increasing the p of that
schedule. the two schedules cannot be combined to form a joint schedule with an initia- -

tion interval of six.
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TIME | MEM | ALU TIME | MEM | ALU
0 a 0 f
1 1 g
2 b 2
3 3 h
4 c 4 i
5 5

Figure 3.19. Example of separately scheduled multinode recurrences.

Because multinode recurrences cannot in general be decomposed, it is necessary to
use a combinatorial technique, such as branch-and-bound, to find the maximum
throughput schedule for a set of multinode recurrences. It follows that for a set of

multinode recurrencesR = { R;. R,. ...R,, }.
MII(R) 2 max{ MII (R,). MII(R,), ... MII(R,,) }

For a loop with a general dependency graph whose node set is

N=r UsUa

k=1

the optimal throughput schedule must also satisfy the available resource limit and the
self-loop limit. Therefore, once MII (R) is found by some combinatorial technique, the

minimum initiation interval for the entire loop must satisfy
MII(N) 2 max{ ARL(N). SLL(S). MII (R) }

At this point the following question arises: Is it possible to construct a schedule for N
such that the achieved initiation interval, p, is max{ ARL (N), SLL(S), MII(R) }? An

affirmative answer to this question would be significant in that once MII (R) is known,
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the optimal initiation interval p is readily found. A schedule for that initiation inter-
val must exist, and that schedule must yield the highest steady-state throughput

(neglecting startup time).

We have developed an efficient algorithm to construct throughput-optimal
schedules for simple loops with general dependency graphs, with the achieved initiation
interval p = max{ ARL(N), SLL(S). MII(R)}. Before presenting the simple loop
scheduling algorithm, we first present a formal specification of the optimization prob-

lem that must be solved to construct a throughput-optimal schedule.

3.5.1. Formulation of the Optimization Problem

A program loop is represented by a directed data dependency graph G = (N, D)
containing instruction nodes N = {1, 2, ... n}. Dependencies or edges between instruc-
tion nodes are represented by a n X n dependency matrix D =[d; ;] If two nodes i
and j are independent then d; ; = co. Otherwise d; ; gives the distance in loop itera-
tions between the source and destination of the dependency. If, in the current iteration.
node j is dependent on node i also of the current iteration, then the dependency dis-
tance is zero iterations so d; ; = 0. If node j is dependent on node i of the previous
iteration then d; ; = 1. If, through subscript or pointer analysis it is known that node
j can only depend on r;ode i of the k** previous iteration, then d; ; = k. Note that

d;,; 20foralli €N, j eN.

Recall that the functional unit class used by an instruction node i is given by f;

and so the execution delay of that node is given by s;,. Previously we have assumed

that there is exactly one resource unit of each particular class. We now generalize that
assumption by using u. to denote the number of functional units of a particular class

c.c €C.
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Let x; be the issue time for node i a;xd let the initiation interval for the schedule
be p. The problem of constructing a maximum throughput schedule is to assign integer
values to x; such that the initiation interval p is minimized without violating any
dependency or resource constraints. The problem of finding a schedule with 2 minimum

initiation interval is formally stated in figure 3.20.

Constraint (1) is necessary to prevent data dependency violations. Suppose j is
dependent on i of the same iteration. Then d; ; =0, so the constraint becomes
x; + 54, € x;. This inequality simply says that x; must finish execution before x; can
start. If j is dependent on i from the previous iteration, then there is an extra latitude
of p cycles due to the intervening iteration. This latitude is reflected by the term
—p-d; ;. Note that if j does not depend on i, then d; ; = oo, so constraint (1) becomes

vacuous for the node pair (i, 7).

Constraint (2) is necessary to preclude resource usage conflicts. Consider a clock
cyclet, 0 € ¢ < p. Because successive iterations of a loop are overlapped with a shift

of p cycles, a node of iteration & scheduled for time ¢ will occur concurrently with a

Assign x;,i €N, so as to minimize p subject to the constraints

X; +:f‘-P.di,} $ x, ieN. jeN (1)
n
28(c.t) € u, ceC, 0S¢t <p )
i=]l
where

1if f,=cand(x; mod p)=t

§i(c.2)= 0 otherwise

Figure 3.20. Formulation of the optimal scheduling problem.

@t ettt .« R RS NCUA N I D R I S Ca a v e

AT VAP N AL AR W A T T . SR i a'atsataty - atalatatsaatatalatlatatacas

JUF.

v .

SOW
T

L
B

L3

e e T S T s T
talaubatoalolelael

o A7

PEPLP. il TARJECI

LAty m,

-

LA

1 s

e

o

Lot SR

=y B A LU

-..-"-‘-— 170, 8, _n' ‘rv‘r‘ (‘_'. Sttt

—
;o

.

-,
.




Ra S P NS S0 A el 00 G LR R E L AL IO FM A M G A28 NS MRt e aiace

2

E W

! L

$ o

> \‘.:

v 71

"

node of iteration & —1 scheduled for time ¢ +7. In general, all nodes scheduled at ¢,

T t+p. t+2p, t +3p, ... will occur simultaneously due to the overlap. Constraint (2)
s

i states that the number of resources of a particular class, ¢, that are needed simultane-
: L ously cannot exceed the number of available resources. u, .

3.5.2. Initiation Interval Extension Theorem

Crucial to the simple loop scheduling algorithm is an efficient method for extend-
ing the initiation interval of an existing schedule. This initiation interval extension

method is given by the following theorem.
Theorem

Given a valid schedule for a graph N with initiation interval p' = MII (N), a new
schedule with initiation interval p >p’ can be constructed by reassigning the node issue

times such that
x 1]
X = x,' + (P""P.) |j;—J

where x;' denotes the issue time of node i in the old schedule and x; denotes the start-

ing time in the new schedule. Note that this expansion adds p —p' empty rows to the

5 end of the old MRT for the p‘ schedule.
- . R
: Proof: L
The new schedule is valid if and only if it violates neither the data-dependency 4
] constraint (1) nor the resource utilization constraint (2). K3
s v
R Part (a) — Prove data-dependency constraint satisfied for the new schedule: o ;
. R
. )
l'_: The data-dependency constraint states that ‘-Z:;'i
s 3
{ - ."1
i: - X4 +Sf‘—p'd“) —x, <0 . ":

5.
—
]
N
r-o

L. -t . S et et B O i T L T U O
A > alalal 3 Lala®™ al o o tata" ol a®a'a"a S la tata® > atatlaraltatatarararlras e ar el e e Al e e e e




SO LI i T SR Y Sl il i e gl e i sty e, Baedl s et Poggi oo ¥ 028 i o a Lt avalnt = iR Eaalee otp i g ol ’ o ] IV IFETIRXY ) 3
.
: o
‘
. 0

]
, o
n%, o
5 SRRt
- 72 ol
. P LY
E;
>, for every ordered pair of nodes, (i, j). Substitution yields tﬁ:
. ) ;t-?'-s
. LA
\- x ] x ' g ..‘%‘!
' f i ' . - ' —_! J < gt ryt
ha x;'+ (p—p )|_—-J +sp, —(p=p'+pdi ) = |5, + (p—p) ||| €0 i,
P P s
&
Rearrangement yields
L
x;' x,' i
'x,-'*i-sf‘ -P"dl.J -x,']+(p"?') —i' -dl',j- L' <0 -
D P P v
:T:' Since the old schedule was a valid schedule. the original node starting times must w
. satisfy data-dependency constraints. Hence -
;:: x;'+sh -p"dg.) —x,'<0 :t:'
- Noting that (p—p') > 0, it follows that the data-dependency constraint for the new ﬁ
% schedule is satisfied if

o l"_J ~d,, - fi,LJ <0 3)
? P

The validity of the old schedule implies that

Xg' < x,'+p'-d,., —Sf‘

Since x;' appears in a nonnegative term in inequality (3), replacing that term with =

another term that is no smaller yields a tighter constraint. Thus, if

5 ‘+pid, , - :
; oI i 73 P L P
- p P

is satisfied, then (3) and hence the data-dependency constraint for the new schedule is
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This inequality is satisfied since s;, 2 0. Hence Part (a) is proved.

Part (b) — Prove resource utilization constraint satisfied for the new schedule:

The resource utilization constraint states that

isi(c.t) $ U

i=1
for0 £t < p and ¢ € C where

1if f; =c and (x; mod p) =t

Si(c.e)= 0 otherwise

Let §;' refer to the old schedule and §; refer to the new schedule as defined below:

1if f, =c and(x;"mod p") =t
Sg'(C.t);‘ 0 otherwise
1if f; =c¢ and((x"+(p—p')l-;;-J)nwd p)=t

§i(c.t) =15 otherwise

Then the resource utilization constraint is satisfied if 5;'(c.t)=8;(c.t) or

equivalently if
L ’ x" L] [
’ +(p—p)|.p—,-”mod p=x'"mod p

for 0 € i € n. Replacement of the mod function gives

x;' xg'+(p—p')‘;'—,.J x':
xc'+(p-p')|.;'—.-J-p : =x:'—P'|.—'-. :

? 7|

Rearrangement and cancellation yields

...........................................
...............................

U i LR AU S P
. s %

2 l<‘-—' ~ 4 .



x,-'
x; +(P—P)|T| )

p

Letx;"=ap’'+ 8 wherea 2 0,0 £ 8 < p', and «, B are both integers. Then

'+ B+ (p—pt) 2B+ B
ap'+B+(p p)L > i _lap 8
2 p’

Using the fact that ‘j‘p—p"'iJ = a, the equation reduces to

ap'+B +(p—pa =a
) 4

Simplifying yields

o + ﬂ =a
The equality is satisfied since 8 < p' < p and a is an integer. Hence Part (b) is proved.

3.5.5. The Simple Loop Scheduling Algorithm

The ability to extend the initiation interval of an existing schedule to accommo- " -
3
date more nodes allows us to adapt algorithm B to the more general case involving mul- = L—-\

tinode recurrences. Recall that algorithm B requires that the nodes of the acyclic graph

RS

be ordered in topological ordering. Topological ordering of the nodes in a cyclic graph is

oy

obviously impossible. Instead we use a topological ordering based on the acyclic super-

..

‘4 e’ et
IR

ALY I

N N

siructure graph{32] of the general graph, constructed as follows: X ;::'.:::_
(SR
(SRS
(1) For each multinode recurrence R, do the following: Delete all dependency arcs ~b '-:.:-i
3
whose source and destination are both in R, . Replace the nodes in R, by a single e
BN
new node, 7, , and connect all remaining dependency arcs to and from nodes in R, :Z: T
.:\-w'.:
N
g
-
e e e I N e e




[ T

torg.

(2) Delete all self-looping dependency arcs from the node set S. At this point the

graph is acyclic. -

(3) Topologically order the acyclic graph and let the nodes form a sequence. For each
single node, r; , representing a multinode recurrence, R, . do the following: Expand
each r, back into the multinode recurrence R, . Place the nodes in R, into the
sequence so that if 7, was between the nodes x and y. then all the nodcq inR, are
placed between x and y. Reconnect the dependency arcs at r, to the appropriate

individual nodes in R, as before.

(4) Restore the self-looping dependency arcs from the node set S. At this point the

original graph has been restored.
This procedure produces the node ordering
N= {No.xl.Nl.Rz.Nz- e .Rm.Nm }

with the property that a set of nodes. N, , contains the nodes that, in the topological

ordering of the acyclic superstructure graph, fell between nodes r, and r, ;. Note that
Un=sUa
=0

The simple loop scheduling (SLS) algorithm, shown in figure 3.21, uses this node
ordering. Note that the SLS algorithm finds a maximum steady-state throughput
schedule for the loop, but makes no attempt to reduce loop start-up time. A description

of the SLS algorithm follows.

(1) Step C2 constructs an optimal throughput schedule { x,’. x',..., } with initia-
tion interval p' for the set of multinode recurrencesR = { Ry, R,, ... R,, }. using a

combinatorial search procedure. This schedule is extended, if necessary, in step C3

;-
)t
DR
RIS B

L M
’ ;.1’. Ty
N




RS PR A Sl ) AN

¥
Ead

DN L LR

. ‘4" N

o)

.
L
b
2
"

;o
~

.
b

. Y

C1.

Cs.
Co.

C10.
C11.
C12.
C13.
Ci4.

C15.

C1s.
C17.
C13.
C19.

C20.

C22.
C23.

C25.
C26.
C217.

C28.

C29.

procedure simple_loop_scheduler (N)
construct MII schedule for R
extend schedule such that p = max{ ARL (N), SLL (S), MII (R) }
reserve_time_ slots (R)
assign__issue_ times (N,)
for k —1 tom do
delay_issue_times (R, )
assign_issue__times (N, )
end

procedure reserve_time_slots (R)
for each ¢ €C do
for ¢t «0 to p~1do Y, . ~«
. =~=1; Y ,.+~0
for each i €R do Y, map.f, « Y, mod p.f, = 1
end

procedure assign_issue_times (N, )
for each j ¢ N, do
xj -0
for each i € pred (j) do x; +~ max{x,,x;+s;, )
while Y,"'f‘

Xy =T
. ..,f_fp_fa]ﬂ,,

Y"h"‘ < Y’h"‘ -1

=0 do 'r,'c-'r,‘+1

end

procedure delay_ issue_times (R, )
d +~0
for each j ¢R, do
for each i €pred(j)-R, do d ~ max{d,x;+s;,~x, }

for each j ¢R, do x; =~ x, +pl—%.]

end

Figure 3.21. Algorithm C: simple loop scheduling algorithm.
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(3)
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7

to accommodate the resource requirements of other nodes in the graph using the
x L]
formulax; =x;'+ (p—p") I'-;'-,-J previously presented.

Step C4 calls a procedure to reserve the resource time slots used by the schedule
for the multinode recurrences. Steps C11-C13 initialize counters, 7., and the
two-dimensional array, Y, which represents the modulo reservation table. Each
row in Y represents a time slot. Each column in Y represents a class of resource.
An entry Y, . gives the number of free resources of class ¢ at modulo time ¢.
Initially, all entries in Y are set to the number of available resources of the
appropriate class, u.. In addition, a dummy row, -1, has been added to Y to sim-
plify the handling of the 7, counters. Step C14 reserves the resources needed by

the multinode schedule by decrementing entries in Y.

Step CS calls a procedure to assign the issue times for the first set of nodes not
involved in multinode recurrences. This procedure is essentially the same as
algorithm B, with the exception that multiple resources of the same class are
allowed. Step C18-C19 finds the earliest issue time for node x,. Step C20 finds a
time slot that has a free resource of the appropriate class. Step C21 adjusts the
issue time of x to fall in that time slot. The resource is reserved in step C22.
Note that by selecting p to be no less than ARL, it is guaranteed that there will

be enough time slots to accommodate all the nodes.

Step C7 calls a procedure to adjust the issue times of nodes in a multinode
recurrence. This adjustment is necessary since the multinode recurrence schedule
found in step C2 does not take into account dependencies between nodes in a mul-
tinode recurrence and other nodes. Steps C26-C27 find the minimum delay that
must be added to the issue time of each node in R, to satisfy dependency con-

straints from previously scheduled nodes. This minimum delay is rounded up to
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f

J

the next multiple of p and added to the issue time of each node in R, by step C28.

e

Note that dependencies between nodes in R, are guaranteed to be satisfied if every

v s

o

node in R, is delayed by the same amount. Also note that, because of the node

o o S o o CEC IR I 4
".J\.‘- PR ‘:-'4'1‘. s
?

ordering, nodes in R, can only depend on nodes previously scheduled and other
nodes in R, . Thus the minimum delay calculation in step C27 checks only those
predecessors of j that are not members of R, . These predecessors are given by the

set pred (j )-R, .

Fasts uo Ty T W v v
LR YT LT
St e Ty Sl T e

(5) Step C8 calls a procedure, previously described. to assign the next set of nodes not

involved in multinode recurrences.

3.5.4. Example of Schedule Generation by the SLS Algorithm

The operation of the SLS algorithm (algorithm C) is illustrated below, using the

example graph from figure 3.4, with

Umgm = Uazy =Upmp =1
Note that the alphabetic node ordering has been chosen to conform to the ordering E
required by algorithm B. Therefore No=¢, R;={a.b.c}. N;y={d.e}.

R,=(f,g.h.i},andN, ={j.k,l}.

(1) The MII schedule for the two multinode recurrences R, and R, is shown in =
figure 3.22. Recall that the memory pipeline is two stages long and the ALU pipe-

line is one stage long. The initiation interval p = 7 is already large enough to :‘ff‘j':

accommodate ARL and SLL , hence no extension is necessary. . i"r—-j

(2) Since N, is empty, the first step is to process R;. However nodes in R; have no '_
predecessor nodes outside of R, so the delay d = 0. < ‘.f.jt

e F-

ey

(3) The next step is to schedule nodes in N;. There are two nodes. d and e, in N, and

they are both dependent on node ¢. Hence the earliest issue time for both d and e
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Figure 3.22. MII schedule for multinode recurrences.

is 6. The highest empty slot in the MEM column is row 3, so e is assigned at time

:t: 10. The highest empty slot in the JMP column is row 0, so 4 is assigned at time 7.
E (4) The delay for R, is computed next. Node f from R; is dependent on node e. «
.:_ ‘ Since node ¢ was issued at time 10 and the memory pipeline is two stages long,
a - node f must not be issued until time 12. To avoid causing resource utilization ‘.‘
~ conflicts the delay must be adjusted to the next multiple of p. Therefore the issue J
time of each node in R, must be delayed by 14 as shown in figure 3.23. t
~ (5) Finally, nodes from N are inserted as shown in figure 3.24. In this figure, super- t{
scripts have been added to indicate relative iterations. As shown by the super- '
scripts, this examnple schedule contains four overlapped iterations. This schedule ‘:.".
t produced by the SLS algorithm is the same as the example shown in figure 3.9. \E: '




.t‘
80 ¢

'.
o
NS
W= .‘_.
Wyt

ap f 14 d, " “}-

"
(SN

Wy

81s
Y

b, T e

€10 h 17 ':

4

it .

Al |lW]INw]=]O

Figure 3.23. Schedule after R, has been delayed. o

TIME | MEM | ALU | JMP 2

0 | af |fi? |di? R
1 | gi# | kF | IF o
2 | b2 g
3 e | hiF S
s \.‘:-.‘
5 4 cd RO
‘: 5 i -z .!".}
g 19 , - k
3 6 jid RN
- . PO
- Figure 3.24. Complete optimal throughput schedule. KO

: 355. Summary R
) The running time of the SLS algorithm can be derived as follows: Step C2 uses a n t~4
:4 combinatorial search method so in the worst case this step requires exponential time. . F:-i
However the combinatorial search operates only on the set R. We shall use the notation N \*
A
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IR! to denote the size of the set R and NP(IR|) to indicate exponential complexity

over the set R.

Assuming that the size of the set C is constant, the “reserve_time_slots™ pro-
cedure has complexity O(p + IR!). However since IR! € n, the complexity can be

expressed as O (n) + 0 (p).

The “assign_issue_times™ procedure is similar to algorithm B and has complexity
O(IN, |). Assuming that the number of predecessors per node is bounded by a con-

stant, the ‘“delay_issue_times” procedure has complexity O(IR, |). Since

m m
2 INg 1 + Y IR, | =n, the total complexity of steps C5-C8 is O (n).
k=0 E=1

Taken together the complexity of algorithm C is
NP(IRD+0()+0(p)

This complexity indicates that our algorithm is very efficient if either (i) the number of
nodes in multinode recurrences is small, or (ii) the combinatorial search algorithm for
scheduling multinode recurrences is efficient. In conventional job loads, simple loops are
usually small; larger loops almost always involve nested conditional statements and
hence cannot be processed by SLS. The number of nodes in multinode recurrences in a
small loop is of course also small. Therefore the contribution of the NP(IRI) term to

the complexity measure should not preclude algorithm C from being used in practice.

Aside from the NP term, the remaining complexity, O(n) + O(p). is optimal
because (i) every node must be visited at least once to generate code, and (ii) every
instruction cycle (every row in the MRT) must also be visited at least once. Since there
are O (n ) nodes and O (p ) instruction cycles, the complexity of O(n ) + O (p) is clearly

minimal.

8

;,',,3;
ML

,'.. "‘v 7,

v

,..
:‘{‘Q

Loy
K

T
r




b e S Vbl Tt St i Nt B M A A e St AR e R bRy e e WA She -l e Sile = N —Ra S e L N R Sacg e fn - A4 Sl haoliie "R Rac ha ik e b i e SN eacienc AY

82

Significantly, our algorithm is able to generate an optimal throughput schedule in =
linear time if the loop is vectorizable on a conventional vector machine. If a loop is vec- o
torizable, then there are no multinode recurrences within the loop. Hence R = ¢, so the

NP term vanishes in the complexity measure. ¥ ~f1
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CHAPTER 4

A

S
By Nty A 0,
PR

MACHINE ORGANIZATION AND CODE GENERATION ISSUES

o

¥

»

"" .’l y F‘

LR A H

4.1. Introduction

The study of compiler code generation techniques is necessarily dependent on the

LRt

choice of target machine model. One of the most important considerations in choosing a

.
ooty

target machine model is the level of abstraction. A highly abstract model is advanta-

PSS ki .
o hp hy . '

r .
0
r

geous in that the scheduling algorithms developed for such models are unencumbered

by implementation details. This may lead to clean theoretical results which give

A

RESRTTR N 4

insights to the solution of global problems. Unfortunately some of the implementation

details ignored by a highly abstract model may turn out to be critically important con-

straints or efficiently exploitable architectural features. In this thesis we have chosen to

RENEN
BRP RV P 3P SR

develop scheduling algorithms based on a fairly detailed machine model in order to

explore the relationship between machine organization, instruction set architecture, and
compiler code scheduling techniques. This chapter describes the target machine model,

discusses implementation considerations that motivated the machine organization, and

develops solutions to the practical code generation problems of register assignment and L
g branch handling.
g
t -, The proposed target machine is a Tightly-coupled Heterogeneous Multiprocessor. l:;“_

(THUMPER). This type of machine is characterized by the following attributes:

Tightly-coupled \
f” System synchronization is provide by a single system-wide clock to achieve low- [_
overhead interprocessor synchronization. Individual processors are interconnected e

by a high-bandwidth low-delay network to provide high-speed interprocessor




_ ol
84 :
i o
communication. :
Heterogeneous multiprocessor :‘ :
A high degree of concurrency is provided through multiple processors, each of -~ i
which may be pipelined to increase performance further. Improved cost- -
effectiveness is attained through the capability to mix identically replicated
" general-purpose VLSI processors and heavily pipelined special-purpose functional |
units, and by the capability to parameterize both the size of the multiprocessor -
system as well as the composition of the processors. .
Figure 4.1 shows an example configuration of a THUMPER with three processors: an 2 i
; integer arithmetic processor, a floating-point arithmetic processor, and a memory access :
: processor. The processors are interconnected by a crossbar network with embedded
-

/
- / l
/ -
Z L
yd
4 / ¢
7 o
INTEGER FLOATING MEMORY INTERLEAVED i

UNIT PT. UNIT PIPELINE MEMORY

SH

Figure 4.1. Block diagram of a THUMPER configuration.
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i. . storage capability at each crosspoint(35]. In the following sections we discuss some of
o the design considerations that lead to this machine organization.
T 4.2. Processors and Memory System Design
B - The design of processors is influenced by two conflicting requirements: low cost
and high performance. In a multiprocessor organization, low cost can be achieved by
; replicating identical multifunction processors, particularly using VLSI technology. On
the other hand to achieve very high performance it is usually more cost effective to use
a suite of heavily pipelined specialized functional units. A heterogeneous muitiproces-
- sor organization captures the advantage of both by incorporating distinct classes of pro-
cessors. The organization of each class of processors can be optimized to achieve max-
imum cost-performance. Additional parallelism can be provided through replication.
8 In our study of code generation techniques we have found that certain constraints
- on processor designs significantly simplifies and/or improves the running speed of
scheduling algorithms. Here we distinguish between explicitly-scheduled resources and
. implicitly-scheduled resources. An explicitly-scheduled resource is a resource for
- which contention may occur. An implicitly-scheduled resource is a resource whose
2 availability is guaranteed provided that its associated explicitly-scheduled resource was
e available at some prior time. For example, the first stage of a linearly pipelined func-
“ tional unit shared by multiple processors is an explicitly-scheduled resource while all
the subsequent stages are implicitly-scheduled resources since the availability of the
-\ first stage guarantees the availability of all subsequent stages at the proper later time.
-: s From the point of view of code generation, explicitly-scheduled resources are the only
!E ones that need be considered. and we shall use the term resowrce to mean explicitly-

scheduled resources unless otherwise noted.
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A most important consideration is the number of resources and the time lag

o
between uses of those resources for each individual instruction. All such resources and ?E; ¢ e
their relative time slots must be considered when scheduling each instruction. The sim- )
plest case is when every instruction uses exactly one (explicit) resource. In this case E
deciding whether a particular instruction can be scheduled for execution requires exa- “ :;\i;\
mining only a single variable at a single instant in time. If an instruction uses multiple B,
resources during different phases of its execution, then it becomes necessary to examine ' g:—ﬂ
multiple variables at different times to decide when an instruction can be issued '~
without subsequent conflict with other instructions. The need to check resources at | ‘ ‘

different times causes difficulty during the scheduling of loops because decisions made at
the beginning of the loop must be sensitive to conditions at the end of the loop (of the

previous iteration) which are yet unknown.

In our target machine we have decided to allow only one explicitly-scheduled
resource per instruction and require that each resource be capable of accepting a new
instruction per clock. This means that if, for an instruction such as z = x + y, the
explicitly-scheduled resource is the adder, then the register file containing x, y. and z
as well as all the interconnecting busses must all be implicitly-scheduled resources. In

other words, dedicated register file ports and busses must be associated with the adder.

Furthermore, the adder itself must be a simple pipeline with no shared or looping

stages. For multifunctional processors, one resource per instruction implies that every = k.%

function must take the same amount of time to flow through the pipeline, otherwise the - ':_j;

E x output bus becomes another explicitly-scheduled resource. 1
:: Another important consideration is the number of processor classes, and their "'
i characteristics, that can execute a particular instruction. From a hardware utilization ﬁ ﬁ'_i
L point of view it may be desirable to provide both a fast floating-point adder as well as :L‘_: '.:;._-j
' oy

.......................................
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slower microcoded floating-point point addition on a multifunctional processor. Unfor-
tunately to utilize such a system fully the compiler must, for each floating-point add g?:*:
instruction. choose between using the fast adder and possibly delaying another more ‘c
critical add instruction or using the slower multifunctional processor and possibly f
delaying several more critical instructions of as yet unknown classes. Choices of this ;..{_:;:E
type are called global choices since one decision may impact other choices in the future. t{{'
In contrast, choosing among several dedicated adders of identical delay is called a local .
r choice since this decision has no effect on choosing a schedule time for other instruc- E._:
t-l ; tions.
*c To generate high quality code, a compiler must occasionally backtrack and recon- '-::,-..
L sider earlier decisions. However only global choices must be reexamined. Hence, to b
L:: . reduce compilation time, it is desirable to minimize the number of global choices that :
must be made per instruction. In our target machine we have decided to partition the e
_‘ processors into classes and bind every instruction to a single processor class. Processors
E of a given class are therefore identical and hence it is a local choice to decide which one '

to use. With this constraint the only global choice is to decide when to execute a partic- "~f,
e
N ular instruction. .-_-_:.;
1
: ~ Y
Determinacy of execution time is another important consideration. Resolution of =
B '
N conflicting resource requirements at compilation time is highly desirable to avoid the =
:,: - cost, in both hardware and run time, needed for arbitration and synchronization. To \
- achieve this resolution, the compiler must be able to predict the exact execution time of e
o
every instruction. Because we already restrict processors to be linear pipelines, the exe- ol
. - [
e
cution time of most instructions is completely deterministic. The time for a memory ::3.'?
Qg reference, however, cannot be made deterministic because of memory bank conflicts Ry
ooy
.. and/or concurrent input/output operations. We have chosen to model the memory sys- ::-‘,;3-
- RO
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tem as a set of pipelines whose length is equal to the memory reference time in clock
cycles. When bank conflicts occur, the entire machine is frozen until the conflicts are

resolved.

4.3. Storage-Enhanced Crossbar Interconnect Design

As shown in figure 4.1, the heterogeneous processors and memory pipelines are
interconnected by a crossbar with embedded storage at each crosspoint. The storage-
enhanced crossbar interconnect was chosen because it simplifies and/or solves a number
of difficult implementation and code-scheduling issues. The concept of a storage-
enhanced crossbar interconnect is not new, and many of its advantages have been docu-

mented[35]. We now briefly review some of these advantages.

In the previous section we discussed the importance of minimizing the number of
explicitly-scheduled resources. The crossbar is the only interconnection network that
provides dedicated busses for every processor and memory and a dedicated switch for
each possible connection. Therefore all the busses and switches are implicitly-scheduled
resources. Other interconnection schemes using shared busses and/or switches neces-
sarily introduce additional explicitly-scheduled resources.

A similar line of reasoning leads to the decision to embed the register file within
the crossbar interconnect. In order to avoid generation of additional explicitly-
scheduled resources, a register file port with no access conflict must be dedicated to each
processor port. As the size of A multiprocessor system increases, it becomes impractical
to implement a single centralized multiported register file with the required number of
conflict-free ports. One solution is to decentralize the register file by distributing the

file memory into each crosspoint of a crossbar interconnect.

Referring to the crossbar in figure 4.1, the register read data busses are shown

vertically while the register write data busses are shown horizontally. High write
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bandwidth is provided by partitioning the register file and associating a distinct parti-
tion with the output port of each processor and memory pipeline. In effect, each output
port is connected to a separate file memory so that every processor and memory can
simultaneously write into the register file without conflict. High read bandwidth is
provided by replicating the data within the register file once for each processor and
memory read port. This design allows an arbitrarily large storage-enhanced crossbar to

be constructed using two-ported random access memories (RAM).

Replicating data to increase register file read bandwidth increases the cost of the
system but poses no problem for the compiler since the replications can be made archi-
tecturally transparent. Partitioning the register file to increase write bandwidth, how-
ever, cannot be made architecturally transparent and hence has a strong impact on code
generation. For the machine configuration shown in figure 4.1, the architecturzal view of
the register file is shown in figure 4.2, assuming for this example that the RAM at each
crosspoint contains only four words. Each processor can only write into those registers
that belong to the partition corresponding to the row in the crossbar connected to that
processor’s write bus. However, since data is replicated across all register modules in a
Tow, every processor can read registers belonging to all partitions. Although this distri-
buted register file architecture has implementation merits, it does introduce additional

code generation problems. We shall return to this issue in section 4.6.

Another reason for embedding the register file within the crossbar interconnect is
to mitigate the high cost of the crossbar network in terms of chip count. Here we
assume that the physical size of a chip package is determined by the number of pins and
not by the amount of logic contained within the chip. Given that a large number of
pins are needed at each crosspoint to interconnect the two orthogonal word-wids data
busses, the addition of a small RAM to each simple crosspoint switch should not
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Figure 4.2. Architectural view of register file.
> significantly increase the physical chip package size. It therefore appears that storage &
can be embedded within the crossbar at very low cost. B

The scheduling techniques we have developed make use of the substantial local
memory within the crossbar interconnect to replace more conventional scalar and vector :
register files. Moreover our techniques also use these embedded local memories to hold =
prefetched data, thereby reducing the need for a data cache. In most high performance -
processors, the physical space devoted to register files and caches is quite substantial(1].
By using the storage-enhanced crossbar interconnect to replace both of these, we feel

that the high cost of the crossbar interconnect can be justified in a system context.
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4.4. Control Unit Design

The THUMPER is controlled by a single control unit and synchronized by a single
system-wide clock. This approach has a number of advantages. Using a centralized
clock and a global control unit leads to a highly deterministic system whose detailed
run time behavior can be accurately determined at compile time. The compiler can
optimize the code by knowing the actual behavior of the machine, instead of knowing
only the statistical behavior. Another advantage of using a centralized control unit for
a multiprocessor is the elimination of run-time arbitration and synchronization over-

head for interprocessor communication.

The THUMPER uses a wide horizontal instruction format as shown in figure 4.3.
This instruction format is very similar to that of horizontal microcode, hence architec-
tures based on this type of synchronous multiprocessor organization are also called hor-
izontal architectures(9, 30, 31]. A separate field is allocated to each processor, plus an

additional field for branch specification or an immediate constant. Each processor field

opcode input 1 input 2 result
(specific register register register
to unit) specifier specifier specifier
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Figure 4.3. Horizontal instruction format.
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contains an opcode specific to that processor class. Two register specifier fields are used
to address input operands resident in the register file. Another register specifier field is o«
used to address the result operand. Note that the input register specifier fields are large
enough to address every partition in the register file while the output register specifier

field is large enough to address only the one partition that is writable by that processor.

We chose to use an almost purely horizontal instruction format rather than a
more vertical format because we have found that the flexibility offered by horizontal
instruction formats is essential for the exploitation of parallelism in a wide range of
application programs. As discussed in chapter 3, more highly encoded vertical instruc- [
tion formats such as those generally employed by vector architectures are unable to

exploit much of the parallelism available in those program loops that involve multinode

recurrences. Vertical instruction formats are also unsuitable for the exploitation of ﬁ

\ parallelism available in scalar program fragments. .

The control unit is organized as a linear pipeline whose length is equal to the pro- :t:'

" gram memory access time plus the time needed to decode the instruction. The program n
memory is interleaved to supply one instruction per clock cycle. It is further inter- N
leaved so that most of the time a branch to an arbitrary bank will experience little or
no delay. When a memory bank conflict does occur, the simplest approach is to stop the - . “
processor until the conflict is resolved. = J

We have chosen not to include an instruction cache in our proposed target _':'_.: Gy y

- machine. To be fast. caches must be constructed using a relatively expensive technol- ~ L—-l

ogy. and the physical size of the cache must be kept small in order to reduce cost and .

minimize the physical separation between the cache and the processor{36). However, a " \\J

major reason for incorporating an instruction cache in a machine is to reduce the time

oa s

needed for a taken conditional branch. Therefore rather than using an instruction
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cache, we have chosen to rely on compile-time code scheduling technology to minimize

the performance impact of long branch time.

A linear instruction fetch and decode pipeline lends itself naturally to an architec-
ture with delayed branches{S, 6, 7]. Our scheduling techniques are designed to take full
advantage of relatively long delay branches, under the assumption that to achieve high
clock speed it is necessary to partition the instruction fetch and decode pipeline into
multiple segments with fine granularity. The DTS technique performs extensive code
rearrangement to allow a sequence of delayed branches to be overlapped, thus reducing

the average delay of conditional branches in scalar code.

4.5. Machine Parameters

We have described an expandable multiprocessor organization and discussed the
rationale behind some of the design decisions. The significance of this organization is
that it can be efficiently implemented using current technology and it can be completely
characterized by a small number of parameters. The ability to capture concisely all the
corstraints imposed by the machine organization has a direct impact on the develop-
ment cf scheduling techniques, both in simplifying the algorithms as well as in improv-
ing the efficiency of these algorithms. This section describes each of the machine param-

eters.

The universe of instruction opcodes is given by the set F. This set of opcodes
defines the functionality of the instruction set architecture. Elements of F include the
usuzl integer and floating point arithmetic operations, logical operations, memory opera-
ticns, etc. The exact membership of F is a relatively low-level design issue, and is
beyond the scope of this thesis. We do. however, require that F include the guarded

store and guarded jump instructions described in chapter 2.
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The set C defines the processor classes. An element of C can be a multifunctional
processor, such as an integer unit that can perform all the normal arithmetic and logical
functions (e.g. an ALU). Elements of C can also be unifunctional processors, such as
specialized floating point add and multiply pipelines. Since we require a disjoint parti-
tion of functionality for different processor classes, a function f; can be defined to map

each instruction opcode i onto one particular processor class.

Multiple processors of the same class can be incorporated for increased parallel-
ism. However we require that all processors belonging to a particular class be function-
ally identical. The number of replicated processing units of 2 particular ciass ¢ is given

by u..

Since the organization of each processor is constrained to be a linear pipeline and
since every instruction is constrained to flow through every pipeline stage, the temporal
characteristics of a processor are completely specified by the number of pipeiine stages.
This number is given by s.. where ¢ is a processor class. Note that by modeling the
memory system and the instruction fetch and decode process as linear pipelines, we can
define a “memory" processor class and a “branch™ processor class to model the schedul-
ing constraints imposed by the operation of these resources. The parameters for these

processor classes are exactly the same as for any other processor class, namely s and «.

Pipelining within the storage-enhanced crossbar interconnect can be handled sim-
ply by treating the interconnect pipeline as an extension of the processor pipeline, since
the resources within the crossbar are all implicitly-scheduled resources. Therefore the

additional delay within the interconnect can be charged to s, .

The parameters f;, ., and s, are sufficient for describing the processing part of a
THUMPER implementation. The register file is characterized by the size of the RAM

within each crosspoint cell. Note that there is no need to specify the number of seg-
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ments in the register file since that is implicitly specified by the number of processors,

which is equal to Y u,.
ceC

4.6. Register Assignment Issues

As we alluded to in section 4.3, the distributed register file introduces certain code
generation problems that do not arise in a conventional centralized register file. Refer-
ring to figure 4.2, the problem with this register file architecture is that to fetch a value
it is necessary to know which partition the value is in, i.e. to know which processor
generated that value. Sometimes, however, it is impossible to know at compile time

which processor will generate a particular value, as shown in the following example.

if (...) x = Al
else x=b*e¢;
z2=x+y:

If memory fetches are handled by one processor while arithmetic operations are handled
by another processor, the value x must reside in different partitions depending on the
outcome of the if-statement. This uncertainty causes problems for the compiler when
it tries to generate code for Z = x 4+ y since the the location of x cannot in general be
determined at compile time. Note, however, that this uncertainty can only occur when

the basic block containing z = x + y has two predecessor blocks.

To solve this problem we have zlected to constrain the compiler to use registers
only for temporaries within a tree of basic blocks. Because each basic block within a
tree (except the root) has exactly one predecessor block, it is always possible to identify
uniquely the register file partition that a temporary value resides in. During tree tran-
sitions all temporary values must be stored in memory. Therefore the fact that there

are multiple predecessor blocks branching to the root node of a tree does not cause any

problems.
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The scheduling technique proposed in chapter 2 directly implements this idea by
representing programs as decision trees, hence register assignment with the DTS tech-
nique is straightforward. The simple loop scheduling technique proposed in chapter 3
can also implement this idea because an unrolled simple loop forms a highly skewed
decision tree. A method of register assignment for the SLS technique is discussed

below.

The example optimal throughput schedule produced by the SLS algorithm in
figure 3.24 has length [ = 4. At any one time there are up to four iterations being exe-
cuted concurrently. Therefore each temporary value name shown in figure 3.24
requires four physical registers to accommodate the four distinct values that exist con-
currently. Since each instruction operand specifier must reference four different regis-

ters at different times, there is a problem with name binding.

An innovative hardware addressing scheme to solve this name binding problem
has been proposed by Rau(35]. This approach uses hardware queues with the capability
of deleting any element within the queue. Queues are used at each crosspoint of the
crossbar to allow relative register addressing, thus implementing run-time dynamic
name binding. Although elegant, the use of hardware queues with random deletion
capability rather than RAM to implement the distributed register flle significantly
increases the complexity of the system and can lead to additional delays in transferring
data through the register file. Thus this approach has a negative impact on both perfor-

mance and cost-effectiveness.

We advacite a much simpler approach that uses additional program storage space
to solve the name binding problem statically. Our solution involves unrolling the loop
l times, where ! is the number of overlapped iteratiuns. Figure 4.4 shows one iteration

of the schedule from figure 3.24. Each instruction is shown in detail to illustrate regis-
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Figure 4.4. Detailed representation of a loop schedule.
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ter assignments. The JMP processor class instructions have been omited since they are

not germane to this discussion.

The register names shown in figure 4.4 have been given subscripts to distinguish
among the four physical registers. Note that instructions a, f , and k reference regis-
ters with subscript 3, indicating that these values are to come from previous iterations.
The schedule shown in figure 4.4 represents the first of the four overlapped iterations.

The schedule for the remaining three iterations can be derived by successively

(i) rotating the original schedule by some multiple of p clock cycles, where p is the
initiation interval, and
(ii) incrementing the register subscripts by one, modulo I .

Figure 4.5 shows the complete schedule with four overlapped iterations. Note that
every instruction now has a unique symbolic register address that can be mapped into a
unique physical register address. Therefore the register file can be implemented using

an ordinary RAM.

Compared to Rau's dynamic name binding, our approach of loop unrolling to
achieve static name binding requires [ times more code space per loop. However, we
believe that loop unrolling is a more cost-effective solution because it reduces the com-
plexity of the machine. Reduced complexity allows the clock speed to be increased and

also reduces the design cost of the machine.

4.7. Architectural Considerations for Delayed Branches

The architecture of branch instructions has a strong impact on the complexity of
code optimization techniques. The THUMPER instruction set includes delayed branches
with guard expressions as described in chapter 2. This section discusses some architec-

tural considerations for branch instructions.
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¢ Figure 4.5. Complete schedule with register assignments. E
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Recall that in the description of the decision tree scheduling technique in
chapter 2, guarded jumps that branch from an exterior block of a tree to the root of
another tree are scheduled in priority order just like any other instruction. The prob-
lem with this strategy is as follows. Suppose branches have delay k. This means that
the terminal branch on 2 path through the tree should be scheduled exactly k cycles
prior to the end of the path. However, before the path is completely scheduled, the
compiler cannot determine how long the path is going to be. Thus until after it has gen-
erated the entire path schedule, the compiler cannot determine when the terminal

branch instruction should be scheduled.

One possible solution is as follows. Once the entire path schedule has been gen-
erated, the compiler can go backward &k cycles and insert the terminal branch instruc-
tion. Unfortunately there is no guarantee that no other instruction has been scheduled,
at the required functional unit, &k cycles from the end of the path. In such a case the
compiler could insert the branch instruction k —1 cycles prior to the end of the path and
delay the remaining £ —1 instructions by one cycle. This solution may be acceptable if
the number of instructions that can be issued per cycle is very small. such as one

instruction per cycle.

However, for highly concurrent THUMPER configurations that issue many
instructions per cycle. this solution is inefficient because no other instruction can be
scheduled for the cycle devoted to the inserted branch instruction. Moreover, this solu-
tion may introduce inefficiencies into other paths through the decision tree because the
active code block at k —1 cycles prior to the end of one path may not be the exterior
block for that path, but instead may be an interior block shared by several paths. In

this case the extra cycle introduced to accommodate the terminal branch instruction for

one path causes delays in all other paths that share the interior block into which the
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branch instruction is inserted.

Instead, we solve this problem by introducing an extra-delay parameter in branch
instructions. The extra-delay parameter specifies the number of additional cycles that
should be added to the normal delay of the branch. The availability of this extra-delay
parameter greatly simplifies the DTS technique and eliminates performance degradation

due to insertion of terminal branch instructions in highly concurrent THUMPER

configurations. With this parameter, the DTS technique simply schedules terminal

branch instructions without considering how long the path may be. Once the path has

P
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LRI . “ e
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been scheduled. the appropriate extra-delay can be computed and written back into the
branch instruction. Naturally, if it turns out that the terminal branch instruction is

less than & cycles from the end of the path, then the path must be padded with the

. | appropriate number of no-operation instructions.
The implementation of the extra-delay parameter is straightforward. The branch

target address is saved in & register along with the value of the extra-delay parameter.

E The extra-delay is counted down by hardware, and the branch target address is

transferred into the program counter when the extra-delay count becomes zero.

*e ‘s e
¢ 2 0 »
PSP )

The extra-delay parameter also simplifies the simple loop scheduling technique

| A
[N
aibele

- described in chapter 3. The SLS technique schedules branches strictly based on resource :
4 w availability and data-dependency constraints, without consideration for the initiation 5
: interval. Therefore the loop-completion branch can be scheduled more, or fewer, than .i}é
k cycles from the end of the modulo reservation table. 9
If the loop-completion branch is scheduled more than & cycles from the end of the
_ MRT, the extra-delay parameter can be used to increase the branch delay. If the loop- ’
e completion branch is scheduled fewer than & cycles from the end of the MRT, the solu- E:i
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tion is to concatenate one or more copies of the schedule until the loop-completion
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branch is no fewer than k cycles from the end of the MRT, and then use the extra-
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delay parameter as appropriate. Note that multiple copies of a complete schedule such e
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as the one shown in figure 4.5 can be concatenated without change. Therefore, once the

p- SLS algorithm has found a valid schedule for a loop. the branch issues can be quickly
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. CHAPTER §
~ CONCLUSIONS
.
5.1. Summary of Results
- We have shown that the performance of scalar code can be improved through the

use of an integrated design philosophy in which the machine organization, instruction
set architecture, and compiler code generation techniques are developed simultaneously.
By concentrating our research efforts on the general nature of scalar code, we have
insured that our techniques are applicable to a wide range of applications, including job
- loads that are dominated by nonnumerical and symbolic computations. The results of
this research suggests that cost-effective techniques can be used to achieve significant
speedup in the context of general purpose computer systems.

Chapter 2 described the decision tree scheduling technique for handling conditional
branch intensive scalar code. The DTS technique is a very general and robust code gen-
eration heuristic that efficiently utilizes concurrency in the form of parallelism and
pipelining to reduce the average execution time of a tree of basic blocks. A key concept
of the DTS technique is the use of guarded jump instructions to allow overlapped exe-
cution of multiple conditional branches, thus reducing the average delay of a condi-
tional branch below tbat which can be provided by hairdware. We have shown that the
DTS technique, when combined with judicial code reglication, achieves significant levels
of speedup on a variety of example program modules.

For a sufficiently large decision tree and a sufficiently parallel machine, the DTS

technique with guarded jumps and stores and selective code replication produces

A SN
T SRS

- schedules that approach the theoretical speedup achievable on a highly parallel, no
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overhead datafiow machine. Thus the DTS technique can be viewed as a static dataflow

technique that captures many of the advantages of dataflow processing without incur-

R ook g

ring the inevitable overhead associated with dynamic dataflow processing.

C'_- Chapter 3 focuses on the problem of code generation for recurrence-intensive loop
. code. With the exception of job loads dominated by numerical computations, the use of
linked data structures is pervasive in most general job loads. The traversal of linked
data structures give rise to numerous recurrences through memory, reducing the :.‘_:
effectiveness of vector and multiprocessor architectures. Horizontal architectures offer
improved performance and cost-effectiveness; however horizontal architectures require =
sophisticated code generation techniques. — =
The the simple loop scheduling technique described in chapter 3 generates optimal
throughput schedules for innermost loops without nested oonditiéml statements. The ﬁ
SLS technique is an adaptation and extension of the theory of optimal design of
hardware pipelines. We have shown that the SLS algorithm produces optimal
throughput schedules in minimal time, i.e. the complexity of the SLS algorithm itself is ﬂ
optimal. B
Architectural support for the proposed scheduling techniques is the subject of
chapter 4. In this chapter we describe a highly concurrent parametric machine model »
that was used to develop the DTS and SLS techniques. We discuss the rationale behind - RO
the design decisions that lead to the choice of machine organization and architecture. ".:: 5
We also discuss several related practical code generation problems including register . L,l
assignment issues. :
In conclusion, this thesis has

(i) pointed out some of the principle problems that must be solved in order to achieve SR

high-speed general-purpose computing, = DEOA
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._, (ii) proposed new code optimization techniques for solving some of these problems, i
X ' RO
;& e 25
W IR
i (iii) proposed a machine organization that supports these code optimization techniques P,y
" and can be implemented using current technology. "..
v ix? .
: A
o 5.2. Suggestions for Future Research : 13
". - (WY
l Although we have addressed some of the key problems of high-speed general- &
N L
o« ‘_-.'_n
. purpose computing, solutions to many more problems are necessary before a practical :::_:-:
h [
m O
:j : implementation of a computer system employing the techniques proposed in this thesis st
S
- can be realized. Some of these problems are listed below.
~ o #ultilevel memory hierarchies are a standard feature of modern general-purpose ::E‘_:::;
l:f .- computer systems. Throughout our research we have ignored the problem of page-fault .

handling. Since our techniques are targeted at large-scale application programs that

R
r -
;

- [::'.;;:Z
oA require considerable computing and memory resources, a high-performance solution to :j:':;f'\
S s

the page-fault problem is essential in order to handle such applications. v

[: Modern programming methodologies promote the use of many small procedures. f.\_:
’ We have ignored the problem of speeding up procedure calls in our research. The DTS :.-LE::'.E
_. technique can be easily extended to convert procedure calls to in-line expansion of the "'-f."l;
_N

called procedure, at the cost of further increasing the amount of replicated code. How- .'::
ever, it is much more desirable if in-line expansion can be limited only to those execu- ‘A . :
tion paths of a procedure that have a high probability of being taken in the context of .'.-
: the specific procedure call site. The use of intelligent procedure expansion techniques is ey

expected to be crucial to the achievement of high performance for object-oriented pro- )

gramming methodologies that rely on extensive use of numerous small procedures.
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As an extension of the guarded store and jump features. some jump instructions
can actually be entirely eliminated by making subsequent guard expressions more com-
plex. This possibility poses an interesting new optimization problem with a variety of
tradeoffs, including code space and rescheduling opportunities. Further, rescheduling
opportunities arise from attempting to use more detailed information about segment-

by-segment pipeline operations that may relax dependency constraints on scheduling.

Finally, throughout this research we have concentrated exclusively on optimiza-
tion techniques that exploit static information about the behavior of programs. It is
well-known that much more precise information, and therefore superior optimization
results, can be achieved if the dynamic behavior of a program is taken into account. We
believe that static and dynamic optimization techniques are complementary, and the
best solution in a system context should involve a combination of both types of tech-

niques.
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